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Foreword 

Cathy E. Minehan

When Kathy Bradbury, Bob Triest, and Chris Foote came to me last year 
with the proposal for the 2007 conference,“Labor Supply in the New 
Century,” I thought their idea was inspired. Questions about the quantity 
and quality of the U.S. labor force have been critical to discussions of 
current policy setting and to longer-term concerns about the American 
economy’s ability to continue producing the goods and services needed 
to maintain rising U.S. living standards.

In particular, over the past decade we fi rst saw labor force participa-
tion rates in the United States reach a postwar peak in 2000, as the “new 
economy” drew in every worker it could attract. Then by 2001–2002, 
we witnessed labor force participation rates fall below mid-1990s levels, 
and wondered what could be said about a steady-state level of participa-
tion? Over the short run, how did this changing level of participation 
affect how one thinks about such issues as monthly employment data? 
Is monthly job growth of 130,000 just suffi cient to absorb new entrants 
to the American labor force, or is it a pace that is well above equilibrium 
and likely over time to stress the economy’s underlying resources?  Is 
there a greater existing supply of labor just waiting to be drawn into the 
U.S. workforce by strengthening cyclical demand?

Is the increased participation observed among some older workers 
refl ecting a need for more retirement income?  Many of the baby boom-
ers born between 1946 and 1964 will not have amassed the fi nancial 
resources that will allow them to completely leave the workforce when 
they reach their mid-60s—and even if they can, many will not want to 
end their established careers, or may want to start new ones. Greater life 
expectancies mean that we need to reconsider what throughout much of 



the twentieth century has been regarded as the traditional age for retire-
ment, usually begun when people reach 62–65 years of age. What public 
policies and private sector human resource practices will be necessary to 
both shape an American workforce to take advantage of this generation’s 
skills and expertise, and create working experiences that encourage and 
maintain growth in the U.S. labor supply? We know that the baby boom 
generation has sometimes behaved differently from its predecessors; in 
particular, the high labor force participation rates of baby boomer women 
transformed not only the U.S. labor market, but arguably also changed 
American society and lifestyles in very fundamental ways.  Gene Steuerle, 
the conference’s keynote speaker, contends that in the fi rst half of the 
twenty-fi rst century, older American workers will increase their labor 
force participation rates and have a similar impact on the U.S. workforce 
as women did in the second half of the twentieth century.

The quantity of labor supplied to the market depends on more than 
just demographics. Labor market opportunities and labor demand for 
certain skills also matter. And in recent decades these opportunities have 
increasingly favored skilled and highly educated workers relative to those 
with lower levels of educational attainment. Within the Federal Reserve 
System we have witnessed this trend fi rsthand. There has been a pro-
nounced shift toward demanding more highly educated workers, particu-
larly as paper-based retail payments instruments—checks and cash—have 
declined relative to electronic and card-based alternatives. Technological 
change has led to a sharp reduction in our employment of workers in 
tasks associated with check processing and check clearing, leaving our 
remaining jobs concentrated in areas requiring either higher degrees of 
educational attainment, or more service-related skills. 

It is striking that the shift in labor demand toward the highly edu-
cated has been so strong that the premium that employers are willing to 
pay for college-educated workers and those with postcollege degrees has 
increased greatly, even while the workforce has, as a whole, become bet-
ter educated.  This, in turn, has tended to depress the labor supply of the 
less educated, especially among men, while at the same time providing 
incentives for individuals to invest in education and training.

Will the quality of the U.S. labor force be able to meet the demands 
of the twenty-fi rst century? Are those demands becoming so specialized 
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and stratifi ed for skills at the high end and at the low end of the wage 
scale, but not in the middle, that certain portions of the American labor 
force will be permanently left behind?  In this regard, I personally found 
a 2006 New York Times article about some middle-aged American men 
more or less permanently separated from the workforce chilling in what 
it implied about the lack of hope for some in our economy. Yet as a poli-
cymaker, I am loath to accept such fate as preordained—this is a problem 
we can solve. 

For different reasons, I am also concerned about women and their 
declining rates of labor force participation, particularly those who are 30 
to 45 years old. Women make up more than half of all students in many 
of our graduate schools—and  in areas such as business and engineering 
their numbers are growing. That’s a lot of brainpower to lose if participa-
tion rates drop just as those women become experienced in their working 
situations.  This conference addresses these issues and more.

Indeed, we are excited by this interesting collection of papers, and very 
distinguished group of presenters and discussants. It is of critical impor-
tance that the Federal Reserve understands how changing labor supply 
in the United States will affect sustainable employment growth and the 
growth rate of potential output which, in turn, is the key factor driv-
ing improvements in living standards. I am sure that the results of this  
conference will better equip us to understand the changes which are to 
come.

ixForeword
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Introduction



U.S. Labor Supply in the Twenty-First 
Century

by Katharine Bradbury, Christopher L. Foote, and Robert K. Triest

The American labor force will be transformed as the twenty-fi rst cen-
tury unfolds, a change that will confront policymakers and business fi rms 
with new challenges and new opportunities. The impending slowdown of 
labor force growth that will accompany the retirement of the baby boom 
generation already is playing a central role in national debates over the 
future solvency of Social Security and Medicare, as well as U.S. immi-
gration policies. But labor supply changes will be infl uenced by other 
dimensions as well. In the coming decades, American workers are likely 
to be, on average, older and better educated than today’s labor force. 
The globalization of labor markets is already opening new employment 
opportunities for some Americans and changing the wage rates paid 
to others. The production technologies and personnel policies adopted 
by tomorrow’s fi rms will undoubtedly refl ect the numbers and types of 
workers available for employment.

To explore the labor-supply trends that will affect economic policymak-
ing in the twenty-fi rst century, the Federal Reserve Bank of Boston chose 
“Labor Supply in the New Century” as the theme for its 52nd Annual 
Economic Conference held in June 2007. In analyzing these future trends, 
it is helpful to consider how these changes will affect both the quantity 
of workers in the U.S. labor force and the quality of their skills. In terms 
of the policy implications, the supply of American workers is of obvious 
importance to the Federal Reserve System, because the size of the U.S. 
labor force is a direct input to the Fed’s estimate of the nation’s poten-
tial economic output. Moreover, in the short run, the Federal Reserve 
needs to understand the various ways in which the quantity of labor 
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supply adjusts to changes in labor demand during business cycles. But 
while business cycle expansions and recessions exert powerful short-run 
impacts on labor-market outcomes, long-run living standards are deter-
mined by the quality of skills in the aggregate labor force and the types of 
human and physical capital that workers can use when performing their 
jobs. The worker-quality dimension to labor force trends, and the impact 
that these trends have on capital accumulation, are therefore fundamen-
tal to policies designed to raise living standards or to expand economic 
opportunity throughout the population. 

The conference’s six papers and its keynote address by Eugene Steuerle 
provide a broad overview of the quantity and quality implications of 
labor-supply trends. The fi rst paper, by Bruce Fallick and Jonathan Pin-
gle, carefully documents the extent of the upcoming slowdown in labor 
force growth due to the aging of the population. Alicia Munnell and Ste-
ven Sass, co-authors of the second paper, investigate the likely labor-sup-
ply behavior of older workers, including the baby boomers born between 
1946 and 1964, the oldest of whom are now approaching traditional 
retirement ages, based on the behavior of past cohorts. The third paper, 
by David Autor, discusses the rising income inequality in the U.S. labor 
market over the last 15 years, and highlights the domestic and interna-
tional forces that will affect wage inequality in the future. Robert E. Hall, 
author of the fourth paper, discusses how domestic labor supply adjusts 
to fl uctuations in labor demand during the typical business cycle. The 
fi fth paper, jointly written by Dale Jorgenson, Richard Goettle, Mun Ho, 
Daniel Slesnick, and Peter Wilcoxen, outlines the likely U.S. trends in 
both labor supply and labor demand up to 2030; the authors predict that 
these trends point to much lower growth in future aggregate output. 

I. Quantity and Quality Dimensions of Labor Force Trends

Labor Quantity and the Aging of the American Labor Force
A recurrent theme in the conference sessions is the widespread impact 
that the aging of the U.S. population will have on the nation’s workforce. 
Among the conference participants, there was a clear consensus that the 
demographics of aging will have a quantitatively important effect on the 
future size of the U.S. labor force. But how large might this aging effect 
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actually be? And how effective will public policy be in shaping and con-
trolling the outcomes of this effect?

Population aging will reduce the aggregate labor force participation 
rate, defi ned as the fraction of all U.S. residents at least 16 years old who 
are either employed or actively searching for work. As Fallick and Pingle 
point out, increases in the fraction of the population reaching traditional 
retirement ages will reduce the overall labor force participation rate. But 
several other factors are working to increase the age at which Ameri-
can workers are likely to retire. Munnell and Sass contend that benefi t 
changes in Social Security and private pension plans will reduce the ade-
quacy of retirement income derived from these sources. These reductions 
will encourage some older individuals to keep working, at least part-
time, beyond traditional retirement ages. Stanford Ross explores addi-
tional institutional changes that might reduce early-retirement incentives, 
while several conference discussants note that the labor force participa-
tion rates of older women may increase in the future. Throughout their 
lives, women in the baby boom generation have had higher participation 
rates that did earlier cohorts of women, and this trend might continue as 
baby boomer women enter their 60s. 

Moreover, work lives could be prolonged by recent changes in the 
nature of employment and the characteristics of today’s older workers. 
The physical demands of work that older generations routinely con-
fronted have generally decreased; jobs in offi ces are typically easier, from 
a physical standpoint, than those performed in factories or on farms. The 
health of older Americans has also improved, so prolonging one’s work-
ing life may be feasible even in more demanding positions. Policy changes 
might also prompt older individuals to increase their labor supply. Ross 
notes that the current legal framework is favorable to taking early retire-
ment, but that this policy orientation could change to promote greater 
labor force participation among older workers.

Quantity effects stemming from the aging of the population may also 
have more subtle effects on the labor market. Autor hypothesizes that as 
the elderly’s share of the population increases, so too will the demand for 
personal services, like home aides or healthcare workers, jobs typically 
performed by relatively less-educated workers. As a result, population 
aging may help shore up the low end of the U.S. wage distribution and 
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provide increased incentives for labor force participation among low-
skilled workers. Munnell and Sass discuss a different effect that aging 
will likely have on the wage structure: the increased relative supply of 
older workers will act to decrease the premium paid for labor market 
experience.

An additional effect of population aging on the labor market will oper-
ate through the nation’s social insurance programs. Even if some of the 
policy changes currently being contemplated are enacted, Social Secu-
rity and Medicare will constitute a growing share of federal expenditures 
and national economic output. Payroll taxes may need to be increased 
to help reduce long-run structural defi cits in these programs, potentially 
exacerbating tax distortions that affect labor supply. Benefi t generosity 
may also be further reduced, amplifying the retirement income adequacy 
effects discussed by Munnell and Sass. The increasing size of social insur-
ance expenditures may tie the hands of future government policymakers, 
leaving little room for increased expenditures on programs serving the 
young. This indirect effect resulting from population aging could have an 
important impact on the future U.S. labor market by limiting the extent 
of programs, such as early childhood education, designed to increase 
workforce quality. 

Trends in Labor Quality
While the conference consensus is that demographic shifts will undoubt-
edly lead to slower growth in the quantity of labor supplied, the outlook 
for labor quality is more encouraging. An increase in workforce quality is 
expected to offset, to some degree, the quantitative decline in labor force 
growth. The American workforce is considerably more educated today 
than it was twenty years ago, and education levels among American 
workers are expected to continue rising. Higher educational attainment 
is encouraged by the faster wage growth that college-educated workers 
have recently experienced, a development that itself refl ects the ongoing 
shift in labor demand toward the high end of the skill distribution. 

The precise size of the expected “quality offset” to lower labor-supply 
growth is diffi cult to gauge. As Autor documents, the pace of increase 
in college enrollments and completion rates has slowed in recent years. 
Since, as Autor says, “the gap in college attendance by parental income, 
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race, and ethnicity remains large,” there is room to increase the overall 
quality of the U.S. labor force in at least two ways. First, policies should 
facilitate pre-school investments in human capital, and second, policies 
should promote college enrollment among low- and moderate-income 
families. Gary Burtless, one of the paper’s discussants, explores the rea-
sons that men in the United States have lower college completion rates 
than men in other rich nations. He suggests that less-affl uent parents have 
few resources available to infl uence their children to take a far-sighted 
view of the future payoffs that higher education brings. Hence, children 
from these families are less likely to make the investments of time and 
money that obtaining a college degree requires. In addition, Autor notes 
that immigration policy can provide an additional lever to further raise 
the skill and education levels of the U.S. labor force.

By incorporating labor quality into their model of the U.S. economy, 
Jorgenson, Goettle, Ho, Slesnick, and Wilcoxen account for changes in 
both the education and experience of the U.S. labor force. The authors 
assume that the educational composition of the U.S. population will 
eventually stabilize. This assumption leads labor quality to continue to 
rise for some time, but with the increases gradually diminishing during 
the next 25 years. According to this model, the quality-adjusted effective 
labor force continues growing more rapidly than the working-age popu-
lation, but only modestly so. Even after accounting for increasing quality 
in the American workforce, the authors are only slightly more positive 
than Fallick and Pingle—who account only for quantity changes—about 
potential growth in the U.S. economy in the next several decades.

II. Conference Summary

Session 1: The Outlook for Labor Supply in the United States
The fi rst session’s paper provides an overview of the effects of demo-
graphic change on aggregate U.S. labor force participation, assessing 
shifts in age and gender mix as well as historical and possible future 
changes in participation rates for age by gender subgroups. Bruce Fallick 
and Jonathan Pingle argue that a key factor driving aggregate changes 
in labor force participation in coming years will be the evolution of the 
age distribution of the population—specifi cally, the movement of the 
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distribution’s baby boom “bulge” from older working ages into their 
retirement years, traditionally assumed to start at age 55 and beyond. 
The authors note that increases in within-group participation rates can 
offset some of the downward pressure from population aging, but avoid-
ing a decline in the aggregate labor force participation rate would require 
very substantial—and unlikely—increases in participation rates across all 
age groups. 

The age mix of the U.S. population will change substantially during the 
next 35 years. For example, the Census Bureau projects that the portion 
of individuals aged 35 to 44 years will shrink from about 18 percent of 
the population to about 15 percent, while the fraction of those aged 65 
years and older will rise from about 16 percent to 25 percent. Applying 
current (2005) participation rates by age and gender to these shifting 
age shares, Fallick and Pingle provide a simple forecast of the aggregate 
U.S. labor force participation rate that declines from about 66 percent in 
2005 to about 63 percent around 2020, and to less than 60 percent by 
2033 and years thereafter. The authors then compare population share 
projections made by the Social Security Administration with those fore-
cast by the Census Bureau, and note that taking account of increased 
longevity, especially among older women, causes the Census Bureau’s 
population projections to imply a lower aggregate U.S. labor force par-
ticipation rate. Similarly, differing assumptions about future immigration 
also change the projected age mix of the population, as immigrants are 
typically concentrated in age groups with high labor force participation 
rates; in addition, immigrants may be more likely to be labor market 
participants than native-born individuals, conditional on age. Fallick and 
Pingle simulate the effects of various immigration assumptions, and note 
that even fairly substantial increases in immigration, accompanied by 
above-average participation by immigrants, only modestly offset future 
declines in aggregate labor force participation rates. They note, however, 
that the effects of changing immigration fl ows or life expectancy on the 
size of the labor force (calculated as the participation rate multiplied by 
population size) will be more positive than these effects on the aggregate 
participation rate.

With their baseline projection of a 6 percentage point drop in the aggre-
gate participation rate over the next 30 years, Fallick and Pingle next 
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examine the possible effects of changes in specifi c age-by-gender group 
labor force participation rates. They compare the participation rate pro-
jections of the Bureau of Labor Statistics, the Social Security Administra-
tion, and their own cohort-based model. In terms of the gender-and-age 
interactions, a key question is whether older Americans, or a subset of 
older Americans, will begin to work longer than similar age groups did in 
the past. Most forecasters expect that better health, increased life expec-
tancies, changing preferences, or changing inducements provided by gov-
ernment and business will lead many older Americans in coming decades 
to remain in the labor force longer. Such a change may have important 
effects on aggregate participation because this shift would occur in a fast-
expanding segment of the population; indeed, Fallick and Pingle indicate 
that increases forecasted in participation among older women, meaning 
those aged 65 years and above, would offset roughly one-quarter of the 
projected total decline in labor force participation attributable to aging. 
For prime-age workers, those men and women who are 25–54 years old, 
the three forecasts differ substantially: the Bureau of Labor Statistics esti-
mate is the most optimistic about future prime-age increases, while the 
Social Security Administration’s forecast is in the middle of the pack, and 
the Fallick and Pingle model predicts a continuation of current participa-
tion rate trends, which refl ect long-term declines in the participation rates 
of prime-age American men, and recent declines for prime-age Ameri-
can women. Teenagers, while a small fraction of the U.S. population, 
have contributed substantially to recent aggregate declines in labor force 
participation, and also to differences among the three forecasts. All in 
all, these forecasts of aggregate labor force participation “diverge notice-
ably,” according to Fallick and Pingle; nonetheless, all three indicate that 
“likely” changes in the participation rates of various subgroups will only 
partially offset the aging-related declines in aggregate participation rates 
or even, according to the authors’ own projections, possibly exacerbate 
these declines.

Fallick and Pingle examine potential policy changes, such as increases 
in Social Security’s “normal retirement age” and “delayed retirement 
credit,” which might alter the likely future path of labor force participa-
tion among older Americans. While such changes could have important 
effects on future participation rates, they note that policy changes for 
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Social Security have been gradual in the past, and are impossible to fore-
cast in the future. Fallick and Pingle conclude their analysis by predicting 
that “the outlook is for slower growth in U.S. labor supply from 2007 
onward than was the norm in the 1965–2000 period.”

The paper’s fi rst discussant, Chinhui Juhn, takes issue with the Fal-
lick and Pingle forecast of older Americans’ future labor force partici-
pation rates. She argues that increased participation by older women, 
through complementarity of spouses’ leisure, may have accounted for 
over one-third of the increase in older men’s participation rate during 
the 1996–2006 period—and that this effect may manifest in similar ways 
in the future. Furthermore, Juhn notes that recent and ongoing declines 
in employer-provided retiree health insurance are likely to push up the 
participation rates of the 55–64 year old age group nearing the Medicare 
eligibility age, as well as those for adults aged 65 years and older. She 
questions Fallick and Pingle’s forecast of continued declines in prime-
age women’s labor force participation, noting that steeper recent declines 
in the participation rates of never-married women and women without 
children provide “little evidence that the trend among married moth-
ers—the group that fueled the increases in the earlier decades [the 1970s 
and 1980s]—has actually reversed and begun to decline.” 

Instead, Juhn argues, the pervasiveness of recent declines in participa-
tion rates among prime-age women points to time effects—specifi cally 
weak labor market conditions—not to cohort effects. She then explores 
what she views as a problem with the cohort-based model that underpins 
the Fallick and Pingle forecasts, specifi cally the assumption that the coef-
fi cients on time-varying variables such as cyclical factors, education, fer-
tility, and marriage are constant over time. Juhn contends that it is likely 
that these coeffi cients are shifting, introducing error into the estimated 
cohort effects and hence into the forecasts. Her fi nal comment notes that 
this paper’s topic, the future size of the U.S. labor force, is very important 
because, in conjunction with labor productivity, the size of the nation’s 
workforce affects the economy’s potential growth. But to fully understand 
the predicted declines in the size of the labor force and these ramifi cations, 
she argues that we need to pay more attention to the types of labor that 
are forecast to shrink, and we must also sort out the degree to which cur-
rent labor force trends refl ect cyclical supply versus demand shifts.
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Lisa Lynch, the second discussant, focuses on two aspects of the Fallick 
and Pingle paper: their analyses of likely changes in immigration and in 
labor force participation by prime-age women. She questions whether 
the authors’ simulations of the impacts of “high” immigration—adding 
200,000 immigrants annually beyond current fl ows—is actually so high. 
Lynch appeals to the Congressional Budget Offi ce’s recent estimates that 
proposed immigration legislation would add 180,000 workers each year 
for the next ten years, and she also notes that immigrants tend to partici-
pate in the labor force at above-average rates, conditional on age. In addi-
tion, Lynch contends that even though immigrants’ effects on aggregate 
participation rates are muted by their addition to both the numerator 
and denominator, they do increase the overall labor supply; furthermore, 
immigration policy may shift the skill mix of immigrants, with corre-
sponding effects on their contributions to economic growth.

She challenges Fallick and Pingle to ask why men’s participation rates 
have been declining before assuming these declines will continue, and 
raises a number of questions about the authors’ assumption that prime-
age women’s participation rates will decline in coming years. First, the 
fact that women’s level of participation is not equal to that of men raises 
questions about why the pace of decline in women’s participation should 
be similar to men’s. Second, labor force participation is positively asso-
ciated with educational attainment, and since the early 1990s women’s 
college-enrollment rates have been rising faster than men’s. In addition, 
Lynch argues that technological changes have contributed to increases in 
women’s age at the birth of their fi rst child, with implications for their 
labor force attachment before becoming mothers as well as likely life-
time participation patterns. Finally, like Juhn, Lynch notes that interest 
in future labor force participation—at least among monetary policymak-
ers—centers on its implications for future output growth; in this context, 
the increased average “experience” of an older workforce should enhance 
labor productivity and more than proportionally add to output gains.

Session 2: The Labor Supply of Older Americans
Alicia Munnell and Steven Sass examine the labor supply of older Ameri-
cans, a group they defi ne as those aged 55 years and up, paying particular 
attention to men in this age group. Munnell and Sass point to several 
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changes in the American retirement income system that are making it 
necessary for people to continue labor force activity at later ages than 
was the norm among older cohorts in the second half of the twentieth 
century. Social Security’s Full (Normal) Retirement Age has been gradu-
ally increasing from 65 to 67, resulting in an effective cut in benefi ts for 
workers retiring at any given age. In the coming years, rising Medicare 
premiums and increased taxation of Social Security income are virtu-
ally certain, and further cuts in Social Security benefi ts to restore the 
System’s long-term fi scal balance are possible. Private pensions have also 
been transformed over the last two decades, with defi ned contribution 
plans, such as 401(k)s, largely replacing traditional defi ned benefi t plans. 
Unfortunately, to date workers’ defi ned contribution account balances 
have generally fallen short of the funds needed to generate the retirement 
income amounts typically provided by defi ned benefi t plans. Personal 
non-pension savings, the third leg of the retirement income stool, have 
diminished in recent years and cannot make up for shortfalls in public 
or private pension plan funds. Munnell and Sass conclude that if people 
are going to maintain their living standards in retirement, then retirement 
ages will need to be increased; in other words, Americans will need to 
participate longer in the workforce than has traditionally been the case.

Until recently, the trend was toward retirement at younger ages. The 
increased affl uence accompanying economic growth during the twentieth 
century made it feasible for people to spend an increasingly long period 
of time toward the end of their lives enjoying more leisure, a phenom-
enon reinforced by early retirement incentives in many private defi ned-
benefi t pension plans and by the availability of Social Security benefi ts 
starting at age 62. The trend toward older men aged 55–64 years tak-
ing early retirement ended in the mid-1980s, and since then has been 
partially reversed. Munnell and Sass attribute this reversal to several 
factors, including changes in Social Security, changes in employer-spon-
sored pensions, the elimination of a mandatory retirement age, shifts in 
employment toward less physically demanding jobs, and the decreasing 
availability of employer-provided retiree health insurance.

Accompanying the trend toward later retirement, Munnell and Sass 
document the changing employment patterns of older workers. In the 
United States, older workers are now less likely to remain with a long-
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term employer as they approach retirement than was previously the case. 
The decrease in job tenure among older workers places these workers 
at increased risk of job displacement. Munnell and Sass show that older 
workers are generally at low risk of displacement, but this is because 
older workers are more likely than young workers to have accumulated 
substantial tenure on their jobs. Yet age alone does not protect workers; 
holding tenure constant, older workers are actually at greater risk of dis-
placement than are young workers. 

Increased life expectancy and improved health among the older U.S. 
working-age population, along with decreasing physical demands in 
the workplace, bode well for the ability of most people to extend their 
careers beyond retirement ages that were typical in the past. However, 
Munnell and Sass note that there is still a signifi cant share of Americans 
in their late 50s and early 60s who would fi nd continued participation in 
the workforce diffi cult due to poor health or disability. Other obstacles 
to extended work lives they discuss include many employers’ resistance 
to part-time employment and the continued early availability of Social 
Security benefi ts at age 62. On net, however, Munnell and Sass conclude 
that labor force participation rates of men in their late 50s and 60s are 
likely to continue to increase. 

In his comments, Robert Hutchens notes that the Munnell and Sass 
paper is very relevant to the current policy debate on how government 
transfer programs serving older Americans should be reformed. If older 
Americans can easily fi nd decent jobs and remain physically capable of 
working, then solving Social Security’s fi scal problems by reducing the 
growth of benefi ts below that mandated by current law would be much 
more palatable than it would be under an alternative scenario, where 
many older Americans are either unable to fi nd work or become too frail 
to work as they age. 

Hutchens believes that we need additional information in order to 
answer two important questions regarding the changing labor market 
for older people. First, how do the trends in labor force participation 
differ by educational attainment? Less-educated workers might be suffer-
ing disproportionately from changes in Social Security and private pen-
sions, but also likely have job prospects that are less favorable than are 
those for individuals with more education. Second, how will employers 
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respond to the increased supply of older workers? Will fi rms be able to 
accommodate older workers’ changing needs and allow them to stay in 
long-term career jobs, or will older people largely end up in a spot market 
for non-career jobs and lose the job-specifi c human capital that they had 
previously accumulated?

Joyce Manchester focuses her comments on two reasons for being 
optimistic regarding the prospects for delayed retirement and increased 
retirement income: trends in the early claiming of Old-Age Social Security 
benefi ts, and older women’s labor force participation. Manchester pres-
ents evidence from the Social Security Administration’s records showing 
that people who claim benefi ts before age 65 tend to have weaker attach-
ment to the labor force, and lower earnings, before claiming benefi ts than 
do those who claim at 65. The full retirement age for Social Security 
benefi ts is being gradually increased from 65 to 67 under current law, and 
the penalty associated with claiming benefi ts at 62 rather than at the full 
retirement age is increasing. Manchester shows that this change in Social 
Security appears to be discouraging benefi t claims at age 62, with the 
implication that we can expect further delays in retirement as the Social 
Security full retirement age continues to increase. 

Turning to the issue of the labor force participation of older women, 
Manchester notes that women nearing retirement age increasingly do so 
after spending much of their adult lives in the labor force. As a result, 
older women are more likely to receive Social Security benefi ts based on 
their own earnings record, rather than receiving spousal benefi ts, and will 
also be more likely to have their own private pensions and health insur-
ance than were women in earlier cohorts.

Session 3: How Structural Shifts in Labor Demand Affect Labor 
Supply Prospects
David Autor’s paper explores the interaction of labor demand and labor 
supply, and its implications for the wage structure and future labor sup-
ply responses in the United States. Autor documents that the widely rec-
ognized growth in U.S. earnings inequality can be usefully divided into 
two stages. During the 1970s and 1980s, real wages fell at the bottom 
of the earnings distribution and rose moderately at the top. In contrast, 
during the 1990s and early 2000s there was strong growth of real wages 
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at the top of the distribution, and modest real growth in the bottom tier, 
with the middle of the wage distribution experiencing the least income 
growth. 

Autor then turns to the question of how shifts in labor demand likely 
infl uenced these changes in the U.S. wage structure. A simple model that 
divides workers into high school graduates and college-educated equiva-
lents does well in explaining changes in wages from 1963 through 1992, 
and implies that there was a strong shift in demand toward college-edu-
cated workers. However, a more complex model is needed to explain the 
data from 1993 onward, the period in which Autor argues that wage 
growth “polarized,” with wages at the top and bottom of the distribution 
rising faster those in the middle. 

Autor considers a number of candidate explanations for this polariza-
tion. Decreases in the real value of the minimum wage, which some stud-
ies have found to be a major source of growing income inequality in the 
United States, cannot explain why wages in the middle of the distribution 
have stagnated more than those at the bottom. Autor believes that a more 
promising explanation is that technological change and off-shoring have 
increased the demand for strong cognitive and interpersonal skills typical 
of highly educated professionals and managers, and decreased the demand 
for routine analytical and mechanical skills typical of middle-tier work-
ers. Technological change and off-shoring have relatively little impact on 
low-level service jobs, which are currently diffi cult to automate or trade 
across international borders. Autor points out that the aging of the U.S. 
population will likely increase the demand for such services in the future, 
as may growing demand for services by high income households. So, con-
tinued polarization of the U.S. wage distribution seems likely.

How might labor supply respond to the recent changes in wage struc-
ture? Autor points to evidence showing that barriers to college attendance 
by youth from low- and moderate-income families remain substantial, and 
suggests that reducing these barriers would help increase the supply of 
highly educated workers, and attenuate further increases of inequality at 
the high end of the wage distribution. Liberalized immigration policies for 
highly educated workers would also help to reduce high-end inequality.

In his comments on Autor’s paper, Jared Bernstein takes issue with the 
augmented version of the skill-biased technical change explanation for 
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growing inequality put forth by Autor. While applauding the movement 
away from the less-nuanced version of the skill-biased technical change 
story, Bernstein still has doubts about the centrality of skill bias in explain-
ing changes in the earnings distribution. Although he does not deny the 
existence of complementarity between technology and skills, Bernstein 
cites his own research with Lawrence Mishel that raises doubts regarding 
whether the pace of skill-biased technical change has accelerated suffi -
ciently over time to explain the growth of earnings inequality. Bernstein 
believes that a promising alternative, or perhaps complementary, expla-
nation is change in economic policies and institutions, a hypothesis put 
forward in recent research by Frank Levy and Peter Temin. However, 
Bernstein notes that there is no “smoking gun” evidence for the centrality 
of either skill-biased changes in technology or changes in institutions as 
an explanation for growing inequality. The policy implications of the two 
explanations differ signifi cantly—enhanced education and job training 
are the primary policy tools to address skill-biased technological change, 
while if institutional change is the primary source of growing inequality, 
a broader set of policies governing labor relations is prescribed.

Gary Burtless also notes that institutional change has played a role in 
the growth of inequality. Decreases in private sector union coverage and 
shifts in pay-setting norms have contributed to growing inequality. Most 
of Burtless’s comment, however, focuses on the supply side of the labor 
market. He notes that although there were substantial increases in the 
educational wage premium during much of the time since 1980, there 
have been only relatively modest increases in college attendance and 
degree attainment. Men, in particular, seem to have barely responded to 
the increased economic rewards that accrue to postsecondary schooling. 
Burtless questions why educational attainment has responded so weakly 
to the increase in its economic return. He presents data showing that 
most other OECD countries have experienced substantial increases in 
postsecondary schooling over the past 20 years, while the United States 
has not. One possible explanation explored by Burtless is that many 
low- and moderate-income families in the United States lack the means 
to effectively push their children to attend college. Paying for their chil-
dren’s tuition and fees may seem unaffordable to such families, and they 
may not be fully informed about the possibility of fi nancial aid. In many 
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other high-income countries, in contrast, students face little or no out-of-
pocket tuition expenses. This hypothesis is consistent with data showing 
that recent increases in college attendance have been concentrated among 
young adults from relatively affl uent families.

Session 4: The Cyclical Sensitivity of Labor Supply
In the conference’s fourth paper, Robert E. Hall analyzes the responsive-
ness of labor supply to business-cycle infl uences. He starts by noting that 
macroeconomists generally believe that short-run business-cycle move-
ments in wages and employment stem primarily from changes in labor 
demand, not labor supply.1 The macroeconomist’s task is to learn how 
changes in labor demand interact with workers’ labor-supply preferences 
to generate observed changes in wages and employment. For example, 
if labor supply is inelastic, workers are relatively willing to accept wage 
cuts in order to keep their jobs. A decline in labor demand will then bring 
about a sizeable drop in wages and little change in employment. On the 
other hand, a more elastic model of labor supply would generate large 
changes in employment and small changes in wages when labor demand 
declines. This latter, elastic pattern is closer to what we see in the mac-
roeconomic data, but explaining it runs into a fundamental problem: 
most microeconomic studies fi nd that workers are relatively unwilling 
to substitute work for leisure (or vice versa) when wages change. This 
unwillingness makes their individual labor-supply schedules inelastic, not 
elastic. Given the inelasticity of the labor-leisure trade-off among indi-
vidual workers, it is hard to see how changes in aggregate labor demand 
could raise or lower employment for the entire economy.

To solve this puzzle, a number of economists are working to expand 
the labor-leisure trade-off assumed in traditional labor supply models. 
These researchers argue that a third activity—job search while unem-
ployed—should be added to the worker’s list of potential uses of time. If 
unemployed workers must take time to search for new jobs, then there 
will be a pool of potential workers that could be added to the employ-
ment ranks when labor demand increases (or subtracted from the measure 
of employment when demand falls). This addition would make “labor 
supply” for the aggregate economy more elastic than that of individual 
workers. For job-search considerations to be important, however, the size 
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of this unemployed pool of workers must be sensitive to labor demand. 
Total labor input must change in recessions and expansions primarily 
due to changes in the unemployment rate, not because more workers are 
choosing to participate in the labor market (the participation margin) or 
because workers who are working decide to spend more or less time on 
their jobs (the hours margin). The central goal of Hall’s paper is to show 
that unemployment is suffi ciently sensitive to labor demand for this to 
be the case.

Hall starts with a careful examination of the data he will use for 
this exercise, discussing how employment, hours, and participation are 
measured in the United States. He argues that the Current Population 
Survey’s measure of employment generated by a survey of households is 
preferable to a measure generated by a survey of fi rms conducted by the 
Current Employment Statistics program (sometimes called the Establish-
ment Survey). Using the household-based measure of employment is pre-
ferred because this measure is more likely to be consistent with the hours 
and participation measures, which also come from the household survey. 
Hall’s next step is to obtain a direct measure of shifts in labor demand. 
He does this by using statistical theory to extract a common measure of 
labor-market cyclicality from three fundamental correlates of the health 
of the labor market: unemployment, average weekly hours, and real per-
sonal disposable income per capita. 

Once this measure of labor demand is constructed, Hall measures its 
correlation with the three potential margins on which labor input can 
adjust over the business cycle: unemployment, participation, and hours. 
He fi nds that about 56 percent of the variability in total labor input is due 
to fl uctuations in unemployment, with 12 percent coming from the par-
ticipation margin and the remaining 32 percent coming from the hours-
per-worker margin. The results suggest that unemployment is suffi ciently 
cyclical to support the new theoretical work on job search as a formal 
alternative use of time in models of the business cycle. Hall concludes 
that: “More than half of the extra labor input in a cyclical upswing is 
drawn from the ranks of the unemployed. No model of the cycle in the 
labor market can claim any realism unless it takes this fi nding seriously.” 

Katharine Abraham begins her discussion of Hall’s paper by review-
ing three potentially important characteristics of his new labor-demand 
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index. First, the index is based on common variation in the fundamental 
correlates (weekly hours, real personal disposable income, and unem-
ployment). The common business-cycle variation in these correlates is 
assumed to be unrelated to their long-term trend movements, which are 
modeled as separate fourth-order functions of time. Yet detrending the 
data with fourth-order trends (rather than some other type of detrend-
ing procedure) may also remove useful business-cycle variation from the 
data. Second, using real personal disposable income as one of the funda-
mental variables may contaminate the measure as a pure labor-demand 
index, because this income variable also includes proprietors’ income and 
government transfers, in addition to wage payments. Third and perhaps 
most importantly, Abraham says that Hall may want to use total hours as 
one of the fundamental correlates, rather than using both weekly hours 
and the employment rate separately. Hall’s procedure allows the common 
variation in weekly hours and employment to contribute to his labor-
demand index. But fi rms probably think about variation in hours and 
employment as distinctly different margins of adjustment, because hir-
ing a new worker includes fi xed costs (such as health insurance). These 
additional costs for new hires are not accrued when varying the hours of 
workers whom a fi rm already employs. As a result, the common varia-
tion in hours and employment does not have a clean interpretation.

Abraham then discusses how Hall’s labor-demand index correlates with 
the three potential margins of adjustment (unemployment, per-worker 
hours, and participation). She notes that these margins may be correlated 
with the index at various time lags, which are not accounted for in Hall’s 
analysis. Also, he fi nds the correlation between per-worker hours and 
the labor-demand index to be surprisingly large; this may refl ect Hall’s 
treatment of hours and employment as separate fundamental variables, 
as noted earlier. Finally, Abraham agrees that the difference between 
employment totals from the Bureau of Labor Statistics’ separate payroll 
and household surveys remains a puzzle. The answer may involve a bet-
ter understanding of business-cycle variation in “off-the-books” employ-
ment, or a rethinking of the population weights in the household survey.

Susanto Basu starts his comments by outlining the differences between 
the workhorse Keynesian model of the labor market and the newer 
search-based framework to which Hall is contributing. The Keynesian 
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view argues for pervasive “stickiness” in both prices and wages over the 
business cycle. Because both variables are about equally sticky, as a result 
there is little cyclical variation in real wages in the standard Keynesian 
model. The approach favored by Hall instead argues that real-wage 
infl exibility results from search considerations. Once a fi rm and worker 
make a good match, they are loath to destroy it simply because the real 
wage has not changed in exactly the way that a frictionless model of the 
business cycle would imply. As of yet, there is little evidence in the data to 
distinguish between the older Keynesian approach and the newer search-
based approach. Both models not only accept the presence of involuntary 
unemployment (unlike more neoclassical models), but also explain this 
unemployment as a function of infl exible real wages. Only the explana-
tion for real-wage rigidity differs in the two models. Eventually, distin-
guishing between the Keynesian and search-based frameworks in the data 
will likely result in a better understanding of how these models respond 
to specifi c types of shocks. 

Basu then takes issue with one assumption of Hall’s exercise; namely, 
that most of the observed short-run changes in hours and unemploy-
ment are due to shifts in labor demand rather than in labor supply. Basu 
pointed out that changes in government spending typically raise employ-
ment, but this cannot be because the labor-demand curve shifts to the 
right, since there have been no corresponding changes in the fundamental 
determinants of labor demand (such as the amount of capital per worker, 
or total factor productivity). 

Session 5: Labor Supply and Labor Demand in the Long Run
The fi fth paper of the conference was written by Dale W. Jorgenson, 
Richard J. Goettle, Mun S. Ho, Daniel T. Slesnick, and Peter J. Wilcoxen 
(henceforth JGHSW). The paper presents a formal model of future U.S. 
labor supply and demand, derived from a fully specifi ed neoclassical 
growth model. At its heart, the model presented is the famous growth 
model developed by Nobel Prize winner Robert Solow in the late 1950s. 
It is meant to be a long-run characterization of an economy, so it assumes 
away the short-run business cycle movements that lie at the heart of the 
analysis in the previous paper by Hall. The neoclassical growth model 
focuses instead on the determinants of potential long-term growth, which 
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are the rate of population growth and the rate of technological progress. 
From these variables, a long-run rate of capital accumulation is endog-
enously determined. Finally, the contributions of population growth, 
technological progress, and capital accumulation are added together to 
obtain the growth rate of potential output.

This characterization of the neoclassical growth model would be famil-
iar to most undergraduate economics students. But the JGHSW paper 
delves deeply into the inner workings of the neoclassical model to pro-
vide more specifi c predictions about where the U.S. economy is headed. 
For example, the authors do not merely assume that the amount of labor 
services available to produce output is simply proportional to the work-
ing-age population. Rather, the authors use various measures of “labor 
quality” (such as education and experience) to adjust the labor input 
according to how productive it is likely to be. Along the same lines, the 
model does not assume a single overall rate of technological progress 
for the entire economy. Instead, it uses sophisticated econometric tools 
to measure the rate of technological progress in a number of individ-
ual industries, and then models how these rates are likely to change in 
the future. Additionally, the techniques allow the authors to determine 
whether technological progress in any specifi c industry is likely to be 
“labor using” or “labor saving.” 

The central message of this bottom-up forecasting approach to predict 
future output is that the U.S. economy will grow much more slowly dur-
ing the next quarter-century than it has since 1960. Overall GDP growth 
will slow from 3.2 percent in the 1960–2004 period to 1.6 percent in the 
2004–2030 period. In large part, this decline is driven by well-anticipated 
declines in the growth of labor input. Labor services grew at an annual rate 
of 1.73 percent in the 1960–2004 period, but will grow at less than half this 
annual rate (0.74 percent per year) from 2004 to 2030. Importantly, the 
decline in labor input growth is less severe than the decline in the growth 
of the working-age population, because labor quality will continue to rise, 
albeit more slowly than in the past. The rate of technological progress will 
be essentially unchanged across the two periods, slightly less than 0.50 
percent per year. “In summary,” the authors write, “the potential growth 
of the U.S. economy will be slowing considerably between 2004 and 2030, 
and monetary policy will have to adapt to the new environment.”
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Richard Berner begins his discussion by noting that the gloomy pro-
ductivity predictions in the JGHSW paper may turn out to be too pes-
simistic. Projecting future productivity growth is exceptionally diffi cult, 
in large part because of data limitations. As an example, offi cial measures 
of productivity in the construction industry imply that it has been on a 
decades-long decline, which is hard to believe given the boom in con-
struction that has characterized much of this period. Part of the reason 
that measuring productivity is so diffi cult is that the productivity data are 
based in part on compensation data, and the Bureau of Labor Statistics’ 
procedures may not be keeping up with the changing ways that workers 
are rewarded in the modern American labor market.

 Berner then turns to the authors’ assumptions about future labor sup-
ply. He notes that labor supply among older workers appears sensitive to 
government policy; as an example, many older workers stay on the job 
just long enough until they qualify for Medicare. Changing the eligibility 
age for Medicare would therefore change the labor supply of older work-
ers. Policies on immigration also affect the number of available work-
ers in ways that the JGHSW paper cannot predict. Berner concludes by 
noting that the globalization of labor markets will undoubtedly affect 
returns that workers can expect in the U.S. labor market. Globalization 
will thereby infl uence labor-force participation decisions among Ameri-
can residents. Without understanding the relationship between wages and 
various components of globalization (such as outsourcing), it is hard to 
predict future labor-supply behavior. Indeed, looking around the world, 
we fi nd very different labor-supply behaviors even within the small group 
of affl uent industrialized/advanced economies; France chose to enjoy 
more leisure as its productivity levels rose, while the United States chose 
to work more.

Eric Brynjolfsson’s discussion starts with two comments about the sta-
bility of the relationships on which the JGHSW paper is based. First, the 
model requires some predictions for future consumption patterns, which 
are essentially extrapolated from consumption patterns today. But some 
items in today’s consumption bundles, which contain cell phones and 
iPods, were not even around 25 years ago. How can we possibly know 
what people will buy in 2030? A second concern about the model’s sta-
bility echoes Berner’s comments: it is diffi cult even to measure past or 
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current productivity, let alone predict it decades from now. Offi cial pro-
ductivity fi gures show big changes from year to year, and even productiv-
ity levels for the same year can change dramatically as different revisions 
of the data are made. While applied researchers must use the productivity 
data currently available, the intense volatility and large revisions in these 
data should caution us to take productivity predictions with a grain of 
salt. Brynjolfsson then pointed out that the authors face diffi cult statis-
tical issues that are common to many economic models. The authors 
make extensive use of prices (as well as quantities) to infer changes in 
technology, so they face classic issues of simultaneity: if a price drops, is 
this because supply increased, or demand declined? The authors use well-
established statistical techniques to deal with this issue, and they verify 
that these techniques are appropriate. But some results in their paper 
suggest potential problems, including their fi nding that particular inputs 
appear to be used more intensively when their prices rise. 

Brynjolfsson then turned to the paper’s assumption that business 
productivity increases as soon as new machines are installed. His own 
research has shown that for most fi rms, the installation of a new informa-
tion technology (IT) system is just the “tip of the iceberg” in improving 
productivity. After a new IT system is purchased, fi rms must then train 
their employees to use it. Occasionally, they have to rework their entire 
mode of operation to make the best use of the new technology. 

The authors’ pessimistic assumptions seem hard to square with Bryn-
jolfsson’s intuitive understanding of how tomorrow’s businesses will 
make use of future technology. In a matter of decades, advances in com-
puting power will allow machines to mimic and perhaps surpass the com-
putational power of the human brain. He concludes by noting that as 
various computing thresholds are reached and then exceeded, technology 
will probably play an even bigger role in the productivity of the American 
economy than we can predict today.

Current and Future Challenges for Policy and Research
A wide-ranging panel discussion addressed various ways to increase the 
quality and versatility of the U.S. workforce as one offset to slowing 
growth in the quantity of prime-age labor supplied in the coming years. 
At the upper end of the working age distribution, however, as pointed out 
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repeatedly in earlier sessions, the private sector behavior of individuals 
and fi rms is highly infl uenced by the current rules regarding the eligibility 
ages for Social Security and Medicare. Thus, it seems that the govern-
ment will have to drive changes in behavior by instituting changes in 
these programs.

Public Policy and the Labor Supply of Older Americans
Stanford Ross argues that the current legal framework in the United States 
is highly favorable to early retirement, and addresses the issue of whether 
and how the Social Security laws, U.S. tax laws, and laws governing pri-
vate pensions and individual savings can be changed to provide fewer 
incentives to retire early and more encouragement to work longer. Ross 
suggests that the Social Security system was not intentionally designed 
to favor early retirement, but these incentives developed from “almost 
random” political decisions and changing circumstances. While several 
changes made recently have reduced the incentives to take early retirement, 
the changes are so gradual that potential retirees are essentially unaware 
that the incentives have shifted. Furthermore, once these changes to Social 
Security’s normal retirement age and delayed retirement credit are fully in 
place, the regime will continue to be highly favorable to early retirement. 

Ross says that while it would be possible to speed up some of the 
legislated transitions and change the benefi t formula to provide enhance-
ments for continued work, the major change that could make a difference 
would be to move the early eligibility age from 62 years to 65 years. Such 
a change would almost necessarily have to be part of a larger package of 
changes along many dimensions (such as raising minimum benefi ts for 
lower-wage workers and/or providing tax credits to employers of older 
workers), and probably would entail further increases in the normal 
retirement age. To be politically feasible, a comprehensive package would 
need to refl ect bipartisan efforts, which is currently unrealistic.

Even without a major overhaul, however, the government might enact 
marginal changes that will affect retirement incentives, particularly by 
acting on health care. Beyond that, Ross argues that economic changes 
are more likely to infl uence the behavior of individuals and fi rms than 
are changes in laws. For example, if the economy falters and wealth pros-
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pects are diminished, resulting in workers feeling more insecure about 
their retirement, that could provide an impetus for working longer. On 
the employer side, if major labor shortages emerge, perhaps because 
immigration is curtailed and outsourcing is restricted, fi rms may need 
to adjust to a diminished labor supply by taking steps to employ older 
workers. But currently, neither employers nor aging workers seem par-
ticularly motivated to seek such changes.

The Seven Deadly Sins in Aging Policy and Research: A Cautionary 
List for Policymakers and Prognosticators
C. Eugene Steuerle, the conference’s keynote speaker, provides a useful 
alternative perspective by addressing some potential inadequacies of cur-
rent policy-relevant research on population aging. By casting these issues 
as the “seven deadly sins,” Steuerle establishes a counterpoint to the rest 
of the conference sessions that offers a fi tting end to this summary and 
book. Steuerle reminds us that while anticipating the future and planning 
for it as best we can is important, we may be eliding some considerations 
along the way. In other words, a little less hubris and a little more humil-
ity may be in order as we grapple with how the U.S. labor supply may 
unfold in the following decades.

Steuerle contends that the fi rst “deadly sin” of aging policy research 
is paying “too little attention to the labor side of the aging debate.” 
He believes that changes in retirement behavior have received too little 
attention as a potential solution to economic problems associated with 
population aging. The second sin is “policymaking without any real 
targets.” The fundamental objectives underlying policy proposals such 
as preserving the current Social Security system or creating individual 
accounts within this system, as the Bush administration proposed in 
2005, are scarcely discussed and analyzed. The third deadly sin is “limit-
ing the debate so as to be politically correct.” As an example, Steuerle 
cites the structure of family benefi ts embedded in the current Social Secu-
rity framework that are at odds with contemporary social realities in the 
United States. Most observers would agree privately that the current sys-
tem makes little sense, but would shy away from proposing bold reforms 
because of potential political controversy.
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The fourth deadly sin is misuse of the term “aging.” Steuerle notes 
that we persist in measuring the old-age threshold as starting at a fi xed 
number of years, such as age 65, even though people at given ages today 
generally are much healthier and have longer life expectancy than did 
their counterparts in past generations. If instead we gauged the concept 
of old age as corresponding to a given remaining life expectancy, then we 
would have a very different perspective on the problems associated with 
population aging. The fi fth deadly sin is “ignoring the balance sheet.” As 
an example, Steuerle notes that calculations of the effect of changes in 
retirement behavior commonly extend to changes in Social Security ben-
efi ts and payroll tax revenues, but rarely, if ever, extend to the effects on 
national output and general tax revenues. The sixth deadly sin is “assum-
ing away arbitrary aspects of the status quo.” Although status quo poli-
cies are often arbitrary or accidental, policy analysts tend to view these as 
having resulted from rational policymaking decisions taken when these 
policies were implemented, and display reluctance to recommend radical 
changes. A recurring idea throughout the conference has been the need 
for bold new thinking on these issues. 

Finally, the seventh, and according to Steuerle, the most deadly sin of 
all is “hubris about knowing the future.” In the aging fi eld, we tend to 
design our policies to fi t our current views at the future expense of pre-
venting “our children from following other visions for how their society 
evolves.” By putting in place rigid programs that promise transfer pay-
ments into the indefi nite future, we essentially tie the hands of future 
policymakers. This runs the risk of binding future generations to policies 
inappropriate to their situation and values. 

*  *  *
It is clear that the coming few decades will be accompanied by major 

changes in the U.S. labor supply and pose challenges to the U.S. economy, 
particularly in connection with the baby boom generation’s transition 
into what traditionally have been considered retirement years. How the 
United States deals with the implications of these changes will help set the 
nation’s economic and political course for the twenty-fi rst century. This 
volume, consisting of papers fi rst presented at the conference and then 
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revised for the book, showcases some of the important considerations 
involved in addressing these trends, and the opportunities that may arise 
if we confront these challenges creatively and forthrightly.

Note

1. The primacy of labor-demand shocks as drivers of business cycles implies that 
employment declines in recessions because fi rms fi nd it less profi table to hire 
employees, not because workers suddenly decide to work less. To use more for-
mal economic language: Hall assumes that in a supply-and-demand model of the 
labor market, the labor-demand curve shifts along an unchanging labor supply-
curve when a recession or expansion occurs.
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I. Introduction

Output growth is determined by growth in labor productivity and growth 
in labor input. Over the past two decades, technological developments 
have changed how many economists think about growth in labor pro-
ductivity. However, in the coming decades, the aging of the population 
will change how economists think about the growth in labor input in 
the United States. As the oldest baby boomers born in 1946 turned 50, 
then 55, and then 60, an important economic change has slowly sur-
faced: these people have become less likely to participate in the labor 
force. While this shift was obscured by a labor market slump in 2002, the 
aging of the American population began to put downward pressure on 
aggregate labor supply, marking the start of what is likely to be a sharp 
deceleration in labor input that will last another half-century. 

Beginning in the mid-1960s, movements in women’s labor force partic-
ipation dominated all other infl uences, pushing up aggregate labor force 
participation rates sharply over the 25 years since 1965, until leveling 
off after about 1990. From 1963 to 1991, the average annual growth in 
the U.S. labor force was 2 percent a year. In coming years, the dominant 
infl uence will likely be the evolution of the population’s age distribution. 
The Social Security Administration projects labor force growth will slow 
to 0.5 percent a year by 2015 and to 0.3 percent a year by 20251—a strik-
ing deceleration from the aforementioned 2 percent annual pace. Since 
1995 the population bulge then comprising people in their 30s has moved 
on to older age groups that are associated with lower labor force partici-
pation rates. Barring an enormous change in the participation behavior 
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of older Americans, the shift of the population distribution away from 
prime working-age adults will put signifi cant downward pressure on the 
nation’s labor force participation rate. In fact, absent other changes, the 
aging of the U.S. population has the potential to undo the increases in 
participation rates brought about earlier by the increased entry of women 
into the labor force. 

Estimates of labor supply growth also depend partly on uncertain 
population projections. Both the U.S. Census Bureau (Census Bureau) 
and the Social Security Administration project that growth in the popula-
tion aged 16 years and over will slow to about 1 percent in 2009, from 
the 2005 pace of approximately 1.2 percent. However, there are subtle 
differences in these two projections that, combined with differing par-
ticipation rate projections, act to widen the differences between various 
projections for aggregate labor supply growth.

As the changes in the U.S. age distribution and population growth 
unfold, it is unclear how the within-group trends will adapt to offset—or 
perhaps evolve to exacerbate—the declines induced by the aging of the 
population. In the last fi ve years, in fact, within-group trends appear to 
have mostly exacerbated the decline in labor force participation.2 Even 
abstracting from how within-group participation rates have evolved in 
recent years, the shifts in the age distribution have lowered the labor force 
participation rate by nearly 0.4 percentage points between 2002:Q4 and 
2006:Q4.3 Going forward, however, the within-group changes in partici-
pation rates are the crucial element in determining the extent to which 
U.S. population aging may depress aggregate labor force participation.

A population-weighted average of individual age group participation 
rates indicates that aging has lowered aggregate U.S. labor force par-
ticipation during the 2002–2006 period. However, the level of the labor 
force rose 1.8 percent between December 2005 and December 2006, as 
the participation rate moved up from 66.0 percent to 66.4 percent. Yet 
in 2007:Q2, the labor force participation rate fell back to an average of 
66.0 percent. Where labor supply is headed has, accordingly, become 
the subject of some debate. The question has spawned a small literature 
seeking to separate trend developments from cyclical responses, and to 
understand what the future course of labor supply might be.4 

A number of uncertainties currently cloud this debate. For example, 
when discussing a paper on labor supply presented by the current authors 
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and others at a recent Brookings Institution panel, members of the panel 
suggested that participation rate projections might be highly sensitive to 
assumptions about the future course of immigration, and that govern-
ment projections often do not include illegal immigrants in population 
estimates. As will be explained in more detail below, this assertion is not 
quite correct, and immigration has more infl uence on population growth 
and measures such as the dependency ratio than does the labor force 
participation rate. 

To try to answer some of these questions, this paper seeks to docu-
ment a number of the features of various labor force projections made 
by different federal agencies, and to evaluate the importance of various 
assumptions to those projections in order to focus subsequent research 
on where the most important uncertainties lie.

The paper proceeds as follows: Section II describes the shifts underway 
in the nation’s age distribution, and how this change relates directly to 
the labor force participation rate. The infl uence of two key assumptions 
underlying U.S. population projections, life expectancy and immigra-
tion, is discussed in section III. Section IV discusses within-age-sex-group 
trends from the Bureau of Labor Statistics, the Social Security Admin-
istration, and the predictions of a cohort-based model of participation 
developed by the authors. This model identifi es birth cohorts’ propen-
sities to participate in the labor force, and explicitly incorporates the 
changing population shares.5 Section V cautions that we do not yet know 
how policy may ultimately respond to the coming changes, and section 
VI summarizes our main points. 

II. How Population Shifts Infl uence Labor Force Participation

The reason that U.S. population aging has the potential to drastically slow 
labor supply growth is because labor force participation rates decline 
precipitously after age 50 for both men and women. Thus as the aging 
baby boomers move into their 60s, and as life expectancies continue to 
lengthen, the rising population share of older Americans has the potential 
to lower the share of Americans who are working or looking for work. 
For example, by 2035 the share of the adult population aged 80 years or 
more is expected to double to approximately 15 percent, and 97 percent 
of this age group currently does not participate in the labor force. The 
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future downward pressure on participation rates is primarily a result of 
these two forces—the aging of the baby boomers and longer life expec-
tancies—now pushing in the same direction, after many years in which 
the upward pressure of the baby boomers moving into high participation 
rate ages offset the downward pressure from longer life expectancies on 
labor supply.

Figure 2.1 shows the age profi les of U.S. labor force participation rates 
for men and women using 2005 annual averages for 14 age categories, 
and the aggregate participation rate for reference.6 Among women, those 
over 55 years of age have below-average labor force participation rates. 
Among men, the age groups over 60 years of age have below-average 
labor force participation rates. Historically the age profi le for men has 
remained relatively stable, although among women, in particular those 
above 20 years of age, participation rates have risen during the postwar 
period. These various age profi les capture an important feature of labor 
supply—although within-age participation rates among older age groups 

Figure 2.1 
U.S. Labor Force Participation Rates by Age, 2005 (Annual Averages)
Source: U.S. Bureau of Labor Statistics.
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may rise and fall, individuals in their 60s are much less likely to partici-
pate in the workforce than individuals in their 50s, and individuals in 
their 70s are much less likely to participate than individuals in their 60s. 

In short, after age 50, labor supply is a declining function of age. 
Whether this lower supply arises due to failing health, disability, having 
adequate wealth, or retirement income, it is a feature of life-cycle labor 
supply unlikely to change fundamentally in the next few decades. While 
the fi rst derivative of this function may change, it is quite likely to remain 
negative. 

Figure 2.2 shows some historical and projected population shares 
of the age 16 and over Civilian Non-Institutional Population (CNIP), 
taken from the Current Population Survey, and grown out by the Census 
Bureau’s population projections. The combination of rising life expec-
tancy and the aging of the baby boom generation is dramatically pushing 
up the population share of older Americans. Around 2002, the share of 
individuals aged 55 years and older began to grow, while at the same time 
the share aged 35–44 years was shrinking. In 2006, the share of the age 
groups over 65 years old has begun to rise, and this increase will acceler-
ate around 2010, with the share growing until around 2030.

Figure 2.2 highlights the fact that that the baby boomers are a bulge 
generation. As they leave high participation rate age groups, the cohorts 
behind the boomers are relatively small. In 1946 the U.S. fertility 
rate—defi ned as the number of live births per 1,000 women aged 15–44 
years—leapt by nearly 20 percent, an unprecedented jump. The fertility 
rate rose another 10 percent in 1947. However, after peaking in 1957, 
fertility declined steadily and by 1966 had fallen back to levels seen dur-
ing World War II. By 1973 the fertility rate had fallen to a level that at the 
time was the lowest recorded by the offi cial U.S. statistics begun in 1909. 
The result of this fertility decline is that while the baby boomers grow 
older, the U.S. population in the highest labor force participation rate age 
groups is falling. In fact, the level of the CNIP of 30-34-year-old men, the 
highest participating age-sex group, has had outright declines since 2003, 
according to the Bureau of Labor Statistics.

The implications of these demographic shifts for future labor force 
participation are striking. Figure 2.3 shows the history of the actual labor 
force participation rate through 2006, along with a projection through 
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2040 that uses the 2005 labor force participation rate for each age group 
and allows the population shares to evolve as forecast by the Census 
projections. Although other starting years can produce mildly different 
patterns, the implications are essentially the same: absent other changes, 
projected U.S. population aging will lower the aggregate labor force par-
ticipation rate by 6 full percentage points over the next 35 years. This 
pace of decline dwarfs the 0.4 percentage point decline in aggregate labor 
force participation that shifting population shares have engendered over 
the past four years. In addition, using 2005 as a base year incorporates 
recent increases in older Americans’ participation rates; the infl uence of 
aging would be a bit larger say, if we used year 2000 participation rates. 
In sum, the projected aging of the labor force is likely to have a sizeable 
infl uence on participation rates, with the potential to completely unwind 
the increases in participation attributable to the entry of more women 
in the workforce that began in the mid-1960s, accelerated sharply until 
1990, and has since then leveled off.

The extent to which this decline shall materialize will depend on two 
inputs to the calculation: the projection for population shares, and the 
projections for within-age-group participation rates. We discuss each of 
these in turn.

III. Population Projections

Two government agencies are primarily responsible for U.S. population 
projections, and the projections’ underlying assumptions overlap sub-
stantially. The primary agency is the Census Bureau, but the Social Secu-
rity Administration produces independent estimates of population levels 
and growth. The primary difference between the two agencies’ popula-
tion projections is due to assumptions about net international migration, 
including undocumented immigration. However, in recent years impor-
tant differences have arisen in the agencies’ estimates for the population 
share of Americans over age 65.

The U.S. Census Bureau, of course, conducts the decennial census. In 
between these offi cial censuses, which are essentially a benchmark, the 
agency produces estimates that update how many people are living in the 
United States, based on a variety of sources ranging from the National 
Center for Health Statistics to the Department of Defense; these updates 
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incorporate estimates from surveys such as the American Community 
Survey. The Census Bureau’s updated estimates appear in the published 
reports from the Current Population Survey. Despite the Census Bureau’s 
best efforts, these estimates can be off substantially. For example, the 
estimate of the national population from the 2000 decennial census was 
6.8 million individuals more than the pre-decennial census estimates. Of 
that gap’s discrepancy, 4 million was due to improved methodological 
reductions in undercounting, which would have raised pre-census esti-
mates had the method been applied to the 1990 census. Only 2.8 million 
of the discrepancy was due to underestimated population growth, dispro-
portionately Hispanic, which appears attributable to underestimating net 
international migration.7

While the Census Bureau’s estimates are backward looking, and pro-
vide the nation’s best estimate of the population at any given point in 
history, it also produces forward-looking projections. Based on the size 
of cohorts, assumptions for fertility rates, estimated death rates, and 
assumptions for net international migration, levels of the population at 
each age are projected out to 2050.8 Similarly, the Social Security Admin-
istration produces its own projections, while using the Census Bureau’s 
historical estimates.

However, the two agencies’ assumptions have different implications 
for how the U.S. population is distributed across various age groups, and 
thus each agency’s projection implies a different degree of downward 
pressure on the aggregate labor force participation rate. Although both 
the popular media and labor researchers tend to focus on how immigra-
tion may affect the future labor supply, the key difference for the U.S. 
labor supply outlook is the varying projections for longevity—in particu-
lar the life expectancy of older American women. Figure 2.4 shows the 
population shares of several age groups of men and women in the Cur-
rent Population Survey estimates and in the Social Security Administra-
tion projections for 2005. The most notable difference is that the Social 
Security Administration predicted a lower share of women over age 65 
than did the Census estimates, although the Census estimates were based 
on more recent source data.9 

Figure 2.5 compares the implications of this difference for projections 
of the labor force participation rate. For this exercise we use the published 
Bureau of Labor Statistics’ participation rates within age groups, so the 



The Outlook for Labor Supply in the United States40

differences in the aggregate participation rates derive solely from differ-
ences in population shares. The solid line uses the current Census Bureau 
estimates of population shares in 2005 grown out by census projections 
for population shares going forward, while the dashed line uses the Social 
Security Administration’s projections for the population shares. The pace 
of decline in the two projections is quite similar, which is not surprising, 
as both agencies rely mostly on current death tables for projecting future 
life expectancy and the immigration assumptions are relatively similar. 
An important part of the level gap refl ects the Social Security Adminis-
tration projections’ smaller assumed labor market share of women over 
age 65, a group which has a particularly low participation rate, and the 
extrapolation of this difference. 

This comparative exercise points to a particular downside risk to labor 
force participation rate projections. To the extent that most estimates 

Figure 2.4 
U.S. Population Distributions by Age, 2005: U.S. Census Bureau’s Current 
Population Survey versus U.S. Social Security Administration Estimates
Source: Current Population Survey (U.S. Census Bureau) and U.S. Social 
Security Administration.
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of future life expectancy are based on current death rates, little adjust-
ment is made for continued reductions in mortality rates.10 To provide a 
sense of the magnitude of this risk, we adjusted the population growth 
of females aged 70 years and over from what is actually predicted by 
the Census Bureau projections. The change we made was to essentially 
simulate a shock to mortality rates for this age group. Deaths per person 
per year among all Americans age 65 years and over declined from nearly 
0.1 in the years prior to World War II, down to nearly 0.05 by 2000.11 
For our counterfactual simulation we lower the projected path of deaths 
per person in the Census Bureau projections for females age 70 years 
and over by 0.01 in 2006 and every year thereafter. Note that by adjust-
ing the rate of exit from the population, the population growth rate is 
boosted every year, which has a cumulative effect over time because the 
lower outfl ows raise the number of women aged 70 years and over who 
survive from year to year. The result of this counterfactual simulation is 
shown in Figure 2.6. In this scenario, by 2040 the downward pressure on 

Figure 2.5 
Projected U.S. Labor Force Participation Rates, 2005–2040: Census 
Bureau Population Shares versus Social Security Administration Estimates
Source: U.S. Bureau of Labor Statistics, U.S. Census Bureau, and U.S. Social 
Security Administration.
Note: Participation rates are calculated using published U.S. Bureau of 
Labor Statistics rates and alternative population projections.
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the aggregate participation rate would be an additional 2.5 percentage 
points.

While continued reductions in mortality pose a downside risk to pro-
jections of the aggregate labor force participation rate, increases in immi-
gration would likely pose an upside risk because immigrants are more 
likely to be in younger age groups with higher labor force participation 
rates, and are arguably more likely to participate even within older age 
groups (see Figure 2.7 for an example of the variation in participation 
across racial/ethnic groups).12 

Much of the issue with immigration is one of measurement. For exam-
ple, based largely on discrepancies between employment estimates from 
the Current Population Survey and the Current Employment Statistics 
program, many analysts argued that the Census Bureau has overestimated 
population growth, and in particular has overestimated net international 
migration since the 2000 census. If, indeed, the Census Bureau has over-
estimated net international migration, that may imply that the current 
level of the aggregate participation rate is overstated. And if the Census 

Figure 2.6 
The Impact of Reduced Female Mortality Rates on Projected U.S. Labor 
Force Participation Rates, 2005–2040
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau.
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Bureau projections for population growth also overestimate future net 
international migration, this may represent a downside risk to the projec-
tions for the U.S. aggregate labor force participation rate. 

Undocumented immigration is the most diffi cult component of net 
international migration to measure. Accordingly, estimates of the number 
of undocumented immigrants vary widely, but the most recent estimates 
from the Pew Hispanic Center put the number of undocumented immi-
grants in the United States in 2006 at about 12 million—a fi gure consis-
tent with the estimates in the Current Population Survey.13 Of those 12 
million undocumented immigrants, 49 percent are estimated to be male, 
35 percent female, and 16 percent children. As to the total infl ow of doc-
umented and undocumented immigrants, the Census Bureau estimated 
that total net immigration in 2005 was 1.2 million. The Social Security 
Administration, in its intermediate assumptions, assumes total net immi-
gration in 2005 of 1.075 million. The Social Security Administration 
projects that total net immigration will decrease to 1 million annually by 
2010 and to 900,000 annually by 2030. Alternatively, the Census Bureau 
projects total net immigration of 770,000 for 2010, and 1,161,000 for 

Figure 2.7 
2005 U.S. Labor Force Participation Rate, Ages 25 to 54 Years, by Race 
and Gender
Source: U.S. Bureau of Labor Statistics.
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2030, both of which are upward revisions from earlier assumptions after 
taking on board the data from the 2000 decennial census. 

Of course, what will actually happen to U.S. net immigration 20 years 
from now is anyone’s guess. However, compared to the infl uence of the 
aging of the population, immigration will have little infl uence on the 
aggregate added “immigrants” to the male 30-34-year-old age group—
the age group with the highest labor force participation rate.14 First, we 
added 100,000 of these high-participation persons each year from 2000 
onward. This is represented as assumption (1) in Figure 2.8. Second, we 
added 200,000 per year, for an extra million (compared with an estimated 
stock of about 12 million) by 2006.15 This is assumption (2) in fi gure 
2.8. This alternative would be roughly similar to the high series nonle-
gal immigration assumption by the Social Security Administration, but 
represents a 50 percent increase over their intermediate assumption. Of 
course, the Social Security Administration would not likely assume that 
all those added immigrants would be 30-34-year-old men. In addition, 
we assume that even as they age, these male immigrants will maintain the 

Figure 2.8 
The Effect of Immigration Assumptions on Projected U.S. Labor Force 
Participation Rates, 2005–2040
Source: U.S. Bureau of Labor Statistics.
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participation rates of current 30-34-year-old men, so our experiment rep-
resents something of an upper bound on the effect greater immigration 
may have on future labor force participation rates in the United States.

As Figure 2.8 shows, the accumulated extra immigration after the 
2005 stepping-off point makes little difference to the aggregate U.S. labor 
force participation rate. And even under the extreme assumption that 
all these immigrants will be 30-34-year-old men, the continued higher 
level of immigration does relatively little to slow the pace of decline in 
the aggregate participation rate implied by the aging of the baby boom 
and longer life expectancy: immigration adds back only 1 percentage 
point to the 6.5-point decline in labor force participation rates due to 
population aging. The intuition for this muted response is that adding an 
immigrant to the numerator of the participation rate also adds someone 
to the denominator, while a retiring baby boomer removes an individual 
from the numerator but does not change the denominator. To completely 
offset the effects of aging on future labor force participation rates would 
require the United States to add well over 1 million 30-34-year-old males 
annually to population in the coming years, and for those immigrants to 
maintain that high 30–34-year-old participation rate even as they age.

The role of immigration leads to the question of whether one is pri-
marily interested in the labor force participation rate, or in the over-
all labor supply. The participation rate is only one component of labor 
supply, the other two being population growth and hours worked. For 
example, the downside risk to the participation rate posed by increased 
life expectancy would largely be offset by the corresponding increase 
in population growth when computing labor supply. In addition, while 
immigration does not have a large infl uence on the labor force partici-
pation rate, rising population growth translates into more labor supply 
growth and means more for measures like the dependency ratio, which 
are arguably more important to policy. In our experiments, while labor 
force participation may continue to decline, the population aged 16 years 
and over is boosted by more immigration. Despite the projected declines 
in participation rates, immigration could increase the size of the popula-
tion enough that the U.S. labor force grows. However, even the annual 
addition of the aforementioned 200,000 immigrants to the level of the 
population would currently be just a 0.1 percentage point increase in the 
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population growth rate, a small offset when the Social Security Adminis-
tration is projecting labor supply growth to decrease to 0.5 percent a year 
in the next eight years. 

IV. Projecting Trends in Within-Group Participation Rates

Comparing the implications for the participation rate of the Census 
Bureau projections and the Social Security Administration projections, 
as shown in Figure 2.5, indicates a certain amount of consensus among 
government forecasters for the direct future effects of population aging 
on aggregate labor force participation. Although there is uncertainty in 
these projections concerning primarily the outlook for U.S. immigration 
policy and U.S. life expectancies, the current consensus is that population 
aging will place substantial downward pressure on labor force participa-
tion rates, as both sets of population projections imply a decline of more 
than 6 percentage points over the next 30 years. How reality unfolds, of 
course, depends on how individuals and others respond to the changing 
circumstances. That is, while it seems likely that the baby boomers will 
age, and that life expectancies will continue to rise, what is less clear is 
how many people will, in the future, choose to work at any given age.

In this section of the paper we rely on three different projections of 
labor force participation rates. The Bureau of Labor Statistics and the 
Social Security Administration produce regularly updated projections of 
participation rates, not only for the aggregate labor supply, but within 
narrow age and gender categories. The Bureau of Labor Statistics’ projec-
tions rely on time-series extrapolations of the recent trends within nar-
row demographic groups. The Social Security Administration combines 
model-based predictions, estimates of policy effects, and observations of 
the lagged behavior of birth cohorts, as well as judgmental adjustments 
to their projections. 

In addition to the projections of these two agencies, we also consider 
the projections of a model we designed that relies on cohort effects in 
order to predict the future path of participation for individual birth years. 
Our model contains cyclical controls and variables representing educa-
tion, fertility, and socioeconomic trends, as well as the features of govern-
ment transfer programs, all of which are detailed in related papers we 
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have written. The model is estimated for men and women separately, and 
produces a trend-cycle decomposition for labor force participation rates 
in 28 age-gender demographic groups that are aggregated by population 
weights. With some assumptions for the future path of the policy and 
sociodemographic variables, the model can be used to produce projec-
tions of the participation rate trend.16 Each method is complicated enough 
to warrant long separate literatures, but comparing their outcomes high-
lights important risks to the projections for future labor supply.17 

One important question for projecting future trends is whether people 
in older age groups will begin to work more than they have in the past. 
This change in behavior may follow from better health at older ages, 
more years of expected life to fi nance after age 65, changes in retire-
ment preferences, or inducements to stay in the workforce provided by 
business or government. The popular press has questioned whether the 
baby boomers may keep on working past age 65, despite the fact that at 
younger ages, male baby boomers have tended to work less than the male 
cohorts who preceded them; see Figure 2.9.

Figure 2.9 
U.S. Labor Force Participation Rates for Men Aged 65 Years and Older, 
1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration, 
and authors’ calculations.
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Among the forecasts produced by U.S. government agencies, most are 
in agreement that the labor force participation rates of older age groups 
will rise in the coming years. The participation rates for men aged 65 
years and over and for women aged 65 and over are shown as the solid 
lines in Figures 2.9 and 2.10, respectively. The age group comprising 
those aged 65 years and older has increased its labor force participation 
markedly over the past decade. This increase, which is taking place in 
one of the fastest growing components of the U.S. population, has the 
potential to offset some of the declines in participation due to the shifts 
in population share.

Both Figures 2.9 and 2.10 show the historical data, the Bureau of Labor 
Statistics’ “full-employment” projections, the Social Security Administra-
tion projection, and the projected trend from our own (Fallick-Pingle) 
cohort-based model. For men aged 65 years and over, all three forecasts 
are rising, with the Fallick-Pingle estimates roughly in line with the Social 
Security Administration projections. The Bureau of Labor Statistics’ pro-

Figure 2.10 
U.S. Labor Force Participation Rates for Women Aged 65 Years and Older, 
1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration, 
and authors’ calculations.
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jections—an extrapolation of the preceding years’ growth rates—point 
to much faster growth. In the Fallick-Pingle model the increases are 
attributable to a combination of longer life expectancies, higher educa-
tion among the cohorts reaching these ages, and favorable Social Security 
incentives, specifi cally, the rising retirement age and the increases in the 
delayed retirement credit, which encourage older adults to remain in the 
workforce.

For women aged 65 years and over, the qualitative aspects of the fore-
casts are quite similar. The Fallick-Pingle trend estimates have a slightly 
steeper trajectory than other forecasts. In this model, these increases are 
largely due to female cohorts that are highly attached to the labor force—
the same women who from 1970 to 1990 raised the prime-age female 
labor supply—fi lling up this older age category. All three of the fore-
casts expect participation rates for this demographic group will continue 
to rise rapidly. If we look at the rough estimates, all of the projections 
expect gains of nearly 0.5 percentage points per year in this group’s par-
ticipation rate. The share of women aged 65 years and over is expected to 
increase from 9 percent to 10 percent of the population over this projec-
tion horizon, to 2015. Roughly speaking, this implies this demographic 
group alone would add nearly 0.05 percentage points to the aggregate 
labor force participation rate per year. As shown in Figure 2.5, the pro-
jected pace of decline due to population aging is roughly 0.2 percentage 
points per year, on average, between 2005 and 2040. Thus, the increased 
labor force participation among older women projected by all three fore-
casts would offset roughly one-quarter of that decline over the period 
shown in the model projections.18

Where the various forecasts begin to diverge is among prime-age 
workers, those who are 25-54-years-old. This divergence is particularly 
important because prime-age men and women represent more than half 
of the population aged 16 years and over —a large weight in any aggre-
gation. Figure 2.11 shows the historical data for prime-age men, and 
the forecasts for their continued labor force participation. This group’s 
participation rate has declined steadily for nearly the entire postwar 
period, although the data shown begins only in 1977. Not foreseeing any 
reason for those declines to end, the Fallick-Pingle model extrapolates 
this trend forward. This estimate is roughly similar to the Social Security 
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Administration forecast, while in the coming years the Bureau of Labor 
Statistics projections expect slight increases in prime-age men’s labor 
force participation rates. This forecast amounts to a leveling off or rever-
sal of the data series’ recent history.

As shown in Figure 2.12, more pronounced differences emerge among 
the forecasts for prime-age females, as the Fallick-Pingle model projects 
declines that the two other forecasts do not. The Fallick-Pingle model 
anticipates that the participation rate of prime-age women has not only 
leveled off, but has begun to trend somewhat like prime-age men’s, with 
steady declines predicted in the years ahead. In contrast, the Social Secu-
rity Administration predicts prime-age women’s labor force participation 
will level off, and the Bureau of Labor Statistics projects increases that 
will eventually take prime-age women’s participation rate to levels not 
seen since the business cycle peak in 2000. Given the large share of the 
American population represented by the age group, this divergence for 

Figure 2.11 
U.S. Labor Force Participation Rates for Men Aged 25 to 54 Years, 
1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration,  
and authors’ calculations.
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predicting the future labor market behavior of prime-age women accounts 
for a large portion of the deviations in the aggregate forecasts.19

The intuition behind the Fallick-Pingle estimates stems from the 
observed behavior of female birth cohorts over time. Figure 2.13 shows 
the participation rates for three age groups of women, ages 35–44 years, 
45–54 years, and 55–64 years. However, instead of using the year of 
observation on the horizontal axis, the fi gure uses the birth-year cohort. 
As the dotted line shows, the participation of women aged 35–44 years, 
leveled off starting with the 1949 or 1950 birth cohort. Similarly, the 
participation rate of the next age group, women aged 45–54 years, also 
leveled off when the women born around 1949 or 1950 were in that 
age group (there are similar changes in slope in earlier periods which, 
although not shown, line up also). Thus, the pattern of a birth cohort’s 
strong or weak labor force attachment earlier in life appears to infl u-
ence that cohort’s behavior later in life. For the female cohorts born in 
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Figure 2.12 
U.S. Labor Force Participation Rates for Women Aged 25 to 54 Years, 
1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration, and 
authors calculations.
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1957 through 1966, labor force attachment has declined from cohort to 
cohort, and the model carries this pattern forward. In essence, prime-age 
women have begun to behave similarly to prime-age men, whose labor 
supply has been trending down, on balance, for much of the postwar 
period. As of this writing, the labor force participation rate of women 
aged 25–54 years remains nearly 2 percentage points below the levels 
reached in 1997.

Although teenagers comprise only 7 percent of the U.S. population 
aged 16 years and over, the recent declines in their labor force partici-
pation rates have been particularly vexing to observers.20 Figure 2.14 
shows the teenage labor force participation rate, combined for males 
and females. Although trending down for some time, teenage labor force 
participation dropped precipitously following the 2001 business cycle 
peak, and has failed to increase even after a few years of labor market 
recovery. This decline is poorly explained by cyclical controls, and is not 
fully explained by changes in school enrollment, as a substantial amount 
of the decline occurred among individuals enrolled in school.21 A full 

Figure 2.14 
U.S. Labor Force Participation Rates for Teenagers, 1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration, 
and authors’ calculations.
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explanation of the labor market behavior of American teenagers remains 
a topic of ongoing research.

After aggregating the various components, the three forecasts for the 
aggregate U.S. labor force participation rate diverge noticeably—largely 
due to the differing assumptions made for the participation rates of 
prime-age workers; see Figure 2.15. 

The Fallick-Pingle trend is the lowest; this forecast relies on Census 
Bureau weights and carries forward declines in participation rates among 
prime-age men and women. The Social Security Administration fore-
cast starts with a higher level of participation among prime-age work-
ers, refl ecting the infl uence of an assumed smaller share of women over 
age 65. It also refl ects a cyclical rebound that is expected to result in a 
66.5 percent labor force participation rate for this group in 2007, then 
remains level, and then trends down beginning in 2009, although not 
quite at the pace predicted by the Fallick-Pingle model. This slower pace 
of decline in the Social Security Administration projections is in large 
part a function of the steep increases in teenage participation rates it has 

Figure 2.15 
U.S. Aggregate Labor Force Participation Rates, 1977–2017
Source: U.S. Bureau of Labor Statistics, U.S. Social Security Administration, 
and authors’ calculations.
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projected. Even the Bureau of Labor Statistics estimates project aggregate 
labor force participation rates to edge lower in the coming years—see 
Table 2.1—despite robust increases forecast within nearly every age group 
(with the notable exception of teenagers) that will offset the downward 
pressures from population aging. However, as the Fallick-Pingle trend 
estimates show, even forecasts of strong increases in labor force partici-
pation among older age groups are not enough to offset the deeper infl u-
ence of population aging in the United States. Moreover, if the labor force 
participation rate for prime-age workers trends down, this age group’s 
behavior will exacerbate the declines in U.S. labor force participation 
rates due to population aging. 

V. Policy Responses

The three projected forecasts for future U.S. labor force participation rates 
discussed thus far in this paper do not consider possible policy responses 
beyond those already enacted. As these currently stand, the Social Secu-
rity, Medicare, and private pension programs embed a long list of incen-
tives that infl uence the American labor supply. Large scale changes in old 
age programs in the United States have been rare, and policy can react 
with quite a lag to changing conditions. For example, the increase in U.S. 
women’s labor supply began in earnest in the early 1960s, but federal leg-
islation and even corporate responses to needs such as family leave, did 
not take hold until the early 1990s. However, within the United States, 

Table 2.1
Aggregate U.S. Labor Force Participation Rates (annual averages)

Year SSABLS F/P

2005

2007

2008

2011

2013

2015

66.0

65.9

65.9

65.8

65.6

n.a.

66.28

66.50

66.43

66.21

65.76

65.25

66.37

66.02

65.51

65.00

64.40

63.79
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income maintenance programs, family leave, and Social Security benefi t 
programs have all been changed by major federal legislation in the past, 
and will likely be changed in the future. Such changes could have major 
implications for future labor supply. 

Given the rising population share of older Americans, old-age programs 
are likely to be a particular focus of U.S. public policy in the coming 
years. There have been few substantive changes in these programs since 
the early 1980s. In 1983, the Greenspan Commission on Social Security 
reform suggested altering the program’s incentives on when to retire and 
ultimately the recommendations became law. Called the National Com-
mission on Social Security Reform, it was formed as Congress and the 
Reagan administration became worried that the Social Security system, 
facing a fi nancial crisis, might be insolvent by the middle of that decade. 
That fear, combined with the projected long-run defi cits expected with 
the retirement of the baby boomers, prompted Congressional action to 
encourage workers to delay receiving benefi ts (see Pingle 2006). 

Traditionally, Americans fi rst qualifi ed for Social Security benefi ts at 
age 62, and then qualifi ed for full benefi ts at age 65, termed the Normal 
Retirement Age (NRA), the age at which one qualifi es for their Primary 
Insurance Amount (PIA). The 1983 amendments raised the NRA gradu-
ally from 65 to 67, but this shift has begun only in the few most recent 
years. The legislation delayed the June 1983 cost-of-living increases. 
The amendments also changed the Retirement Earnings Test penalty for 
people turning age 65 in 1990 or later—reducing the penalty levied on 
Social Security payments/benefi ts from $1 of every $2 earned by people 
over an earned income limit, to $1 of every $3. Subsequently, in 1996 
new legislation raised the previous earned income limit, and in 2000 the 
Retirement Earnings Test was changed so that it only applies to people 
who are between 62 years of age and their NRA. 

The 1983 amendments substantially changed the Delayed Retirement 
Credit (DRC) beginning with the cohort born in 1925 turning 65 in 1990. 
The DRC raises an individual’s lifetime Social Security benefi ts for each 
month that he or she delays receiving their benefi ts after reaching their 
NRA—traditionally when someone turns 65. The DRC was instituted in 
1972 to provide a 1 percent bonus to a person’s remaining Social Secu-
rity pension to compensate for each year past age 65 a person delayed 
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receiving benefi ts, until age 70, in order to at least partially make up over 
time for the present value of the deferred benefi ts. The credit is applied in 
monthly increments so that past an eligible recipient’s 65th birthday, for 
each month during which benefi ts are not received, there is an upward 
adjustment in the lifetime amount of the monthly Social Security pay-
ment the individual eventually receives. The 1983 amendments increased 
the DRC from 1 percent to 3 percent. The new, higher levels of the DRC 
were assigned by the year an eligible worker was born. Under the new 
policy, the DRC rose from a 3 percent additional benefi t for those born 
in 1924 or earlier, in half-percent increments every two birth years, until 
the credit reaches 8 percent for individuals born in 1943 or later. Thus, 
the DRC increased for workers born in 1925 or later, in effect starting in 
1990 when that birth cohort turned 65. 

As shown in Figure 2.16, the rising levels of the DRC correspond 
closely to the increases in male labor supply among men in the affected age 
group. This increase bucks the trend towards lower labor force participa-
tion rates among younger men. Empirical estimates of the infl uence of the 
DRC are not the specifi c subject of this paper, although the Fallick-Pingle 
projections do include the policy as a right-hand-side variable. The point 
is that in the years ahead, this type of policy change might infl uence labor 
supply, and as-yet-unenacted policy changes have not been accounted for 
in any of the forward-looking estimates shown in this paper. Outside of 
Social Security, as the U.S. labor force ages fi rms may redesign workplace 
policies to attract and accommodate more senior employees. However, 
predicting such future responses is an essentially impossible task at the 
present time. It took 30 years after female labor force participation had 
begun climbing steeply in the early 1960s before comprehensive family 
leave legislation was enacted in the United States. How the future course 
of policy may eventually evolve is anybody’s guess.

VI. Conclusion

The rate at which individuals participate in the labor force declines pre-
cipitously beyond age 50. This behavioral feature of labor supply sug-
gests that ongoing shifts in the age distribution of the U.S. population 
have already begun to put substantial downward pressure on the nation’s 
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aggregate labor force participation rate. Although projections of such 
pressure in years to come rely on current projections for the evolution 
of the age distribution of the population—estimates which are sensitive 
to assumptions about future mortality rates and immigration—different 
population projections have relatively little infl uence on the degree of 
downward pressure aging will exert on the aggregate participation rate. 
Instead, the extent to which population aging will depress aggregate par-
ticipation rates in the U.S. labor force rests critically on how the partici-
pation rates within the various age groups evolve. In the end, however, 
substantial increases in participation rates across almost all age groups of 
both genders would be needed to completely offset the projected declines 
in labor force participation predicted over the next 30 years.

Unforeseen endogenous responses aside, the U.S. population is aging. 
The baby boomers are undoubtedly moving into lower participation rate 
age groups, relatively small younger cohorts are or will be moving into 
high participation rate age groups, and life expectancies are lengthening. 
While current labor market projections expect rising participation among 
older workers, a reasonable consensus is building that suggests U.S. labor 
supply has already slowed due to population aging and will slow further 
in the years ahead. The agreement among the three projections described 
in this paper is that the outlook is for slower growth in U.S. labor sup-
ply from 2007 onward than was the norm in the 1965–2000 period. 
Certainly, considering the information now in hand, the Social Security 
Administration’s projection for labor force growth to slow to 0.5 per-
cent a year by 2015, only seven years away, is a reasonable expectation, 
recognizing that there are reasonable scenarios that could lead to higher 
or lower growth rates. This is 25 percent of the pace observed from the 
three decades spanning the 1960s through the 1980s. How economists 
and U.S. policymakers build this general prediction into their thinking 
about the future performance of the macroeconomy is one of the most 
important research and public policy discussions on the contemporary 
research and policy agenda.
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Notes

1. Social Security Administration 2007 Trustees Report.

2. See Fallick and Pingle (2007) for more discussion of the recent history.

3. This computation can be seen by using the Current Population Survey data, 
holding the participation rates within age groups fi xed at their levels at some 
point in history and then allowing the actual population shares to evolve.

4. Bradbury (2005); Aaronson, Park, and Sullivan (2006); Aaronson, Rissman, 
and Sullivan (2004); and Toossi (2005).

5. An earlier version of this model was used in Aaronson, Fallick, Figura, Pingle, 
and Wascher (2006).

6. As shown in Fallick, Fleischman, and Pingle (2007), the declines do not depend 
on the base year chosen.

7. See West and Robinson (2005). “Understanding Factors that Contributed to the 
Large Error of Closure in Census 2000, a note available online at: http://paa2005.
princeton.edu/download.aspx?submissionId=51262

8. The Census Bureau’s population estimates are updated annually, while the 
Census Bureau’s projections are updated about twice a decade. Therefore, the 
Census Bureau’s projections for future population levels may not be consistent 
with its best current estimate of the historical population. This difference has 
implications for measuring labor force participation in real time, and highlights 
where some projection risks may lie. For example, the incoming population esti-
mates refl ected in the 2005 Current Population Survey population shares have 
more downward pressure on aggregate labor force participation than the share 
implied by the projections that the most recent Census Bureau estimates have 
superseded. Again, in January 2006, revisions to population estimates prompted 
revisions to the weights in the Current Population Survey, from which U.S. labor 
participation is offi cially measured. The resulting new population estimates, 
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all else remaining the same, caused labor force participation rates to be revised 
downward by two hundredths of a percentage point. 

9. The data used in this paper that refer to Social Security Administration esti-
mates and projections refer to the data underlying the Social Security Administra-
tion 2006 Trustees Report, unless otherwise mentioned. 

10. According to Ward Kinkaide in the Census Bureau’s population projections 
branch, one reason for little extrapolation of life expectancy by birth cohort is 
because the data for many of cohorts born early in the century are of poor qual-
ity, thus limiting the ability to assemble a long time series of full-age-span life 
tables that can be used to project their evolution forward.

11. See Wilmoth (2005) for discussion of mortality rates, their history, and their 
role in population projections.

12. The risks to the immigration assumptions are essentially risks to the net 
immigration of Hispanics. As Figure 2.7 shows, Hispanic males in the United 
States have high labor force participation rates, but the same does not apply to 
Hispanic females.

13. For more discussion see Passel (2006). Jeffrey S., “Size and Characteristics of 
the Unauthorized Migrant Population in the U.S.,” Pew Hispanic Center, 2006.

14. Here we assume that the immigrants would have the same participation rate 
as the general population.

15. The Pew Hispanic Center estimates that net undocumented immigration in 
2006 was 500,000. The addition of 200,000 more immigrants per year would 
imply a large margin of error to existing estimates. However, we recognize that 
estimating the fl ow of undocumented immigrants likely has wide confi dence 
intervals.

16. See Fallick and Pingle (2007). 

17. Discussion of the Bureau of Labor Statistics projections can be found in 
Chapter 13 of the 2007 edition of the Bureau of Labor Statistics Handbook of 
Methods. This is available at http://www.bls.gov/opub/hom/homtoc.htm. The 
Social Security Administration projections are discussed in the Trustees Report, 
available on-line at http://www.ssa.gov/OACT/TR/TR07/index.html. For more 
information on the estimation of Social Security Administration participation 
rates, see the Technical Panel on Assumptions and Methods (2003).

18. This offset refers to only one aspect of the infl uence of this age group, as the 
growth in the population share of these age groups with participation rates well 
below average are an important part of the downward pressure on labor force 
participation resulting from population aging.

19. Although the data from the 2007 Trustees Report was released too late to be 
incorporated into this paper, one correction made to the Social Security Admin-
istration projections was to revise downward the forecasts for various groups of 
prime-age women. For example, the future projection for females aged 45–54 
years in 2016 was revised from 74.2 percent to 73.9 percent.
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20. For discussion of this decline, see Aaronson, Park, and Sullivan (2006).

21. This is easily verifi ed using the Bureau of Labor Statistics data series from the 
basic monthly Current Population Survey.

References

Aaronson, Daniel, Kyung Park, and Daniel Sullivan. 2006. “The Decline in Teen 
Labor Force Participation.” Economic Perspectives 30(1): 2–18.

Aaronson, Daniel, Ellen Rissman, and Daniel Sullivan. 2004. “Assessing the Job-
less Recovery.” Economic Perspectives 28(2): 2–20.

Aaronson, Stephanie, Bruce Fallick, Andrew Figura, Jonathan Pingle, and Wil-
liam Wascher. 2006. “The Recent Decline in the Labor Force Participation Rate 
and Its Implications for Potential Labor Supply.” Brookings Papers on Economic 
Activity (1): 69–134.

Bureau of Labor Statistics, “Handbook of Methods,” May 2007 update, avail-
able online at http://www.bls.gov/opub/hom/home.htm.

Bradbury, Katherine. 2005. “Additional Slack in the Economy: The Poor Recov-
ery in Labor Force Participation During This Business Cycle.” Federal Reserve 
Bank of Boston Public Policy Briefs, 05-2.

Fallick, Bruce, Charles Fleischman, and Jonathan Pingle. 2007. “The Effect of 
Population Aging on the Aggregate Labor Market.” Paper presented at the Labor 
in the New Economy Conference, sponsored by the National Bureau of Economic 
Research Conference on Research in Income and Wealth, November 16–17.

Fallick, Bruce, and Jonathan Pingle. 2007. “A Cohort-Based Model of Labor 
Force Participation.” Finance and Economics Discussion Series 2007-9, Federal 
Reserve Board, April 2007.

Passel, Jeffrey S. 2006. “Size and Characteristics of the Unauthorized Migrant 
Population in the U.S.” Pew Hispanic Center. Available online at http://
pewhispanic.org/fi les/reports/61.pdf.

Pingle, Jonathan F. 2006. “Social Security’s Delayed Retirement Credit and the 
Labor Supply of Older Men.” Finance and Economics Discussion Series 2006-37, 
Federal Reserve Board, August 2006.

Social Security Administration. 2006. “The 2006 Annual Report of the Board 
of Trustees of the Federal Old-Age and Survivors Insurance and Federal Disabil-
ity Insurance Trust Funds.” Available online at http://www.ssa.gov/OACT/TR/
TR06/I_intro.html#wp1000302.

Social Security Administration. 2007. “The 2007 Annual Report of the Board 
of Trustees of the Federal Old-Age and Survivors Insurance and Federal Disabil-
ity Insurance Trust Funds.” Available online at http://www.ssa.gov/OACT/TR/
TR07/I_intro.html#wp1000302.

63Bruce Fallick and Jonathan Pingle

Technical Panel on Assumptions and Methods. 2003. Report to the Social Secu-
rity Advisory Board, Washington D.C. Available online at http://www.ssab.gov/
2003TechnicalPanelRept.pdf.

Toossi, Mitra. 2005. “Labor Force Projections to 2014: Retiring Boomers.” 
Monthly Labor Review 128(11): 25–44.

West, Kirsten K., and J. Gregory Robinson. 2005. “Understanding Factors that 
Contributed to the Large Error of Closure in Census 2000.” Available online at 
http://paa2005.princeton.edu/download.aspx?submissionId=51262.

Wilmoth, John R. 2005. “Overview and Discussion of the Social Security Mor-
tality Projections.” Report to the Social Security Advisory Board, Washington, 
D.C., May.



Comments on “The Effect of Population 
Aging on Aggregate Labor Supply in the 
United States” by Bruce Fallick and 
Jonathan Pingle

Chinhui Juhn

After nearly four decades of growth, the U.S. labor force now faces the 
prospect of two negative blows—the retirement of the baby boom cohort 
and the cessation and possibly the reversal of female labor supply growth. 
Fallick and Pingle show that if age-specifi c participation rates remain at 
today’s rates, the aging of the U.S. population could potentially offset 
the entire growth in the aggregate labor force participation rate we have 
witnessed since the mid-1960s. While there are some debatable issues 
regarding their exact calculation of population shares—such as projec-
tion of mortality rates and future immigrant infl ows—the key question 
stemming from their analysis that I will focus on is: will future age-specifi c 
labor force participation rates will remain at today’s levels? In particular, 
there are two critical groups—the older adult populations (those aged 65 
years and over, and those at 55–64 years of age nearing retirement) and 
prime-age women between the ages of 25–54 years. Will the baby boom 
cohorts work longer relative to previous cohorts? Has the labor force 
participation rate of married U.S. women not only stopped climbing, 
but are there signs in the last decade that the trend has actually 
reversed?

On the question of older Americans, models by Fallick and Pingle and 
two government agencies, the Bureau of Labor Statistics (BLS) and the 
Social Security Administration (SSA) are in agreement and their collec-
tive outlook is fairly positive—that is, if having older Americans work 
longer is the goal. The authors list several factors that, going forward, 
seem to predict rising labor force participation rates for older groups. 
Among these factors are longer life expectancies and hence longer retire-
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Table 2.2
Husband’s Labor Force Participation as Function of Wife’s Participation

All Years: 1968–2006
 Wife in the LF
 Number of Children <=18
 Observed Probability

Recent Years: 1996–2006
 Wife in the LF
 Number of Children <=18
 Observed Probability

0.007
0.002
0.968

0.013
0.004
0.961

0.014
0.003
0.964

0.020
0.008
0.956

0.029
0.002
0.930
 

0.048
0.006
0.922

0.125
0.011
0.733

0.167
0.023
0.720

0.223
0.034
0.198

0.262
0.063
0.194

Husband’s Age

25–34 35–44 45–54 55–64 65+

Source: March Current Population Survey 1968–2006. The sample includes mar-
ried men who are 25 and older. The above reports the marginal effects from 
probit regressions with husband’s probability of being in the labor force as the 
dependent variable. The regression also included husband’s age, husband’s and 
wife’s education dummies, and year and state fi xed effects.

ment periods that need to be fi nanced, better health, increases in educa-
tion, and changes in the Social Security program that reduce the incentive 
to retire early. I would like to mention two other contingent factors. The 
fi rst is the possibility that the increased labor force attachment of women 
is not only likely to increase participation among the women themselves 
at older ages, but also their husbands’ participation rates, given the 
often-found complementarity in spouses’ retirement behavior. Table 2.2 
shows how for different age groups, a husband’s labor force participa-
tion is related to his wife’s labor force participation. The marginal effects 
reported in the fi rst row of the top panel show that a wife’s participation 
in the labor force increases her husband’s participation, and this com-
plementary/mutually reinforcing effect rises steeply with age. For men 
aged 55–64 years, having a wife who is in the labor force increases the 
husband’s participation probability by 12.5 percentage points. At age 65 
years and over, the marginal effect is 22.3 percentage points. While the 
table to some degree refl ects positive assortative mating, the increasing 
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positive association over the life cycle most likely refl ects the comple-
mentarity of time spent at home for retired spouses. The bottom panel 
shows that this effect has in fact become more pronounced in the last ten 
years, 1996–2006, with the marginal effect for 55-64-year-old men rising 
to 16.7 percentage points. Of course these numbers all refer to married 
men. For this 55-64-year-old age category, the availability of disability 
benefi ts, together with lackluster demand for less-skilled workers, will 
likely continue to put downward pressure on the participation rates of 
less-skilled unmarried men in this age group.

Another factor not mentioned by Fallick and Pingle, but likely to 
become important in the next several decades, is the decline in employer-
provided health insurance for retired workers. Between 1988 and 2005, 
the share of large fi rms (those having 200 or more employees) offering 
health insurance to their active employees and also offering health insur-
ance to their retired employees declined precipitously from 66 percent to 
33 percent. Current retirees and near-retirees may be grandfathered into 
employer-provided retirement health plans, so that we may not see much 
change in coverage rates in recent years. However, successive cohorts of 
retirees are surely less likely to receive such generous health benefi ts from 
their former employers. This decline in retiree health coverage could be 
another factor that boosts the labor force participation rate of 55-64-
year-olds.

Let me now turn to prime-age women, those in the 25-54-year-old age 
group. The authors’ forecast of these women’s labor force participation 
differs considerably from the forecasts made by other government agen-
cies. As illustrated in their Figure 2.12, by the year 2015 there is almost 
a 3 percentage point difference between the Fallick and Pingle forecast 
and the other forecasts. Yet the behavior of women has in the past proven 
to be notoriously diffi cult to forecast. I doubt that anyone in the 1950s 
or 1960s would have accurately forecasted the acceleration in married 
women’s labor force participation during the 1970s and the 1980s. The 
point is, this exercise in forecasting the future is largely a guessing game. 
However, the authors’ projections of the decline in the participation rate 
of prime-aged women is, in my view, overly pessimistic. First, while the 
rise in participation of married women has defi nitely come to a stop, I 
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do not see evidence of an actually declining trend. Second, I have some 
reservations about the authors’ cohort-based approach.

Table 2.3 examines the labor force participation rate of prime-age 
women using the March Current Population Survey. The columns report 
three-year averages centered on the indicated years. As shown in the top 
row of the table, participation between 1980 and 1990 rose rapidly by 
nearly 10 percentage points in this decade. Since 1995, however, prime-
age women’s labor force participation has remained virtually constant, 
which suggests that the factors that lead to the rapid rise in the earlier 

Table 2.3
Labor Force Participation Rates of Prime-Age Women

Year

1980 1990 1995 2000 2005

Unemployment Rate

Women, Aged 25-54 Years Old

A. Marital Status 

A. All Married

A. Widowed/Divorced

A. Never Married
 

B. Mothers vs. Non-Mothers1

A. Mothers 

A. Non-Mothers

C. Young College Mothers vs. Never Married College Women2

A. Young College Mothers

A. Never Married College Women

 6.8

64.0

59.3

74.9

81.1

58.4

73.6

55.0

94.5

 5.9

73.6
 

70.6

79.2

81.0

68.5

80.2

68.2

94.2

 5.7

75.5

73.6

79.4

78.8

71.3

80.8

72.6

95.5

 4.3

77.3

 

74.4

82.4

82.6

 

73.8

81.2

71.3

92.0

 5.1

75.2

 

72.6

79.6

79.9

 

71.9

79.0

72.7

93.3

Source: March Current Population Survey micro data. The numbers in the col-
umns refer to three-year averages centered on the indicated years. 
1“Mothers” are defi ned as women with at least one child of their own who is 
aged 18 years or younger, never married, and living in the household. 
2“Young College Mothers” refers to white married mothers aged 25–34 with a 
college degree while “Never Married College Women” refers to never married 
white women aged 40–49 with a college degree.
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decades had largely played out by the mid-1990s. Their participation rate 
did rise from 1995 to 2000. However, the higher participation rate most 
likely refl ected favorable cyclical conditions, as the aggregate unemploy-
ment rate in 2000 was at the lowest level since the late 1960s. During the 
latter half of the 1990s, welfare reform and the expansion of the Earned 
Income Tax Credit (EITC) also spurred strong employment growth among 
less-educated women. Since 2000, prime-age women’s participation rate 
fell 2.1 percentage points. Despite articles in the popular press proclaim-
ing that mothers are “opting out” of the U.S. labor force, participation 
rates fell by a smaller amount among married women than never-mar-
ried women—1.8 percentage points versus 2.7 percentage points. Par-
ticipation among mothers fell 1.9 percentage points, while participation 
fell 2.2 percentage points among non-mothers. In other words, when we 
take into account the weaker labor market conditions in the early 2000s 
by comparing the labor market behavior of married women against the 
behavior of non-married women, there is little evidence that the trend 
among married mothers—the group that fueled the increases in the ear-
lier decades—has actually reversed and begun to decline. 

Let me now turn to my reservations about the authors’ cohort-based 
approach. Fallick and Pingle rely on a cohort-based model in which they 
assume a constant age profi le and permanent cohort effects. This is an 
especially hazardous exercise for predicting women’s behavior, since 
every birth cohort of women has a unique profi le of labor force participa-
tion. The authors also use time-varying variables such as life expectancy, 
fertility, and the marriage rate as explanatory variables in their model. 
The problem is that in a reduced-form model, the coeffi cients are unlikely 
to be stable over time. To make this point, Figure 2.17 shows trends in 
U.S. women’s labor force participation rates and marriage patterns—the 
percent “ever married” at age 25–29. The fi gure is arranged by birth 
cohort. Using only the earlier part of the data, we would end up with 
a large negative coeffi cient and would over-predict participation rates 
for the more recent birth cohorts based on marriage patterns, thereby 
estimating negative cohort effects. It is not clear that using information 
on previous cohorts leads to better predictions than are obtained by sim-
ply extrapolating from the more recent trends. To summarize, Fallick 
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and Pingle make an important point and demonstrate an undeniable fact 
that the aging of the U.S. labor force will put downward pressures on 
the aggregate labor force participation rate. However, in my view their 
projections of the within-group participation rates, particularly those of 
prime-aged women, are more conjectural and overly pessimistic than is 
warranted by a fuller examination of the data.

Finally, I would like to take a step back to look at the bigger picture. 
We are worried about the impact of aging and other labor force trends 
on potential economic growth in the United States. But in addressing this 
topic, we have ignored some important issues. So far we treated labor as 
homogenous in skill, and we have not made a distinction between shifts in 
demand and supply. Clearly the aging of the American labor force entails 
an inward shift in the aggregate labor supply curve, since older workers 
are less inclined to work than younger workers at the same wage. With 
regards to the decline in the labor force participation of prime-aged men, 
however, evidence points toward declining demand for their services. In 
view of the lackluster performance of recent wage growth, with the excep-
tion of the very top of the wage distribution, it seems not so much the lack 
of available working age men that is the problem. In fact, there appear 
to be too many men who are not very productive and employable. We 
may have a labor “supply” problem of sorts, but it is more of the “skills-
mismatch”variety rather than simply the shortage of workers per se.

Notes

1. I draw here from a recent paper by Schirle (2007) and my own paper with 
Simon Potter (2007).

2. Kaisier Family Foundation and Health Research and Educational Trust (2005), 
also reported in Strumpf (2006).
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Comments on “The Effect of Population 
Aging on Aggregate Labor Supply in the 
United States” by Bruce Fallick and 
Jonathan Pingle

Lisa M. Lynch

Bruce Fallick and Jonathon Pingle have written a thought-provoking 
paper that helps set the stage for our discussion on labor supply in the 

twenty-fi rst century. The paper carefully documents how—conditional 
on no changes in the participation behavior of workers, especially older 
workers—current projections of population aging will imply a decrease 
in the aggregate labor force participation rate in the United States of 6 
full percentage points over the next 35 years. This is a huge change with 
signifi cant implications for our forecasts of potential aggregate output 
and consequently for our conduct of monetary policy. However, before 
we panic too much over this large projected decrease in the aggregate 
labor force participation rate, there are a few caveats to keep in mind. 

First, making predictions about what might happen in 35 years time, 
let alone 20 or even fi ve years in the future, is a hazardous business. If 
35 years ago we had used the 1972 labor force participation rates by 
gender and age, and had allowed the population shares to evolve as then 
forecast by the Census Bureau, it is doubtful that we would have come 
close to mapping the marked rise in labor force participation rates that 
the authors show in their Figure 2.3. Second, potential output is driven 
not only by labor force participation rates, but also by human capital and 
the quality of labor. Declines in labor force participation rates may not be 
as much of a concern in a context of rising labor productivity. Therefore, 
investments in education and training, along with investments in physical 
capital, will also play a critical role for future potential output growth.

Nevertheless, understanding the potential impact of an aging work-
force is important for policymakers. The paper begins by providing a 
very thorough discussion of the assumptions behind the various govern-
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ment projections for the U.S. population over the next 35 years. Particu-
larly important is the discussion, as illustrated in the authors’ Figure 2.8, 
of the impact on the projected path of labor force participation rates by 
adding 100,000–200,000 net new immigrants annually in the coming 
years to the 30-34-year-old male age group. Fallick and Pingle argue that 
even such a large increase to the U.S. working-age population could not 
reverse the underlying downward pressures on the projected labor force 
participation rate over the next 35 years, everything else staying constant. 
This is a very important simulation and one that is not that far removed 
from possible reforms of immigration policy in the United States. The 
Congressional Budget Offi ce1 recently released a report concluding that 
proposed immigration legislation in 2007 would increase the U.S. popu-
lation by 1.8 million people in ten years time; this estimate translates into 
adding approximately new 180,000 workers a year. 

Although Fallick and Pingle explain why even fairly large changes in 
U.S. immigration policy will have a limited impact on labor force partici-
pation rates, it is important to note that such increases would increase 
the overall supply of labor in the United States. In addition, their simu-
lations assume that labor force participation rates for immigrants will 
be the same as for native-born American men in the age class of 30–34 
years. However, we know from the Bureau of Labor Statistics that labor 
force participation rates for foreign-born males are much higher than for 
native-born males—almost 82 percent versus 72 percent for native-born 
workers.2 Finally, an important component of recently proposed immi-
gration legislation is a reconsideration of the relative priority placed on 
family unifi cation versus specifi c professional skills for immigration pol-
icy. This potential policy change poses signifi cant implications for future 
labor productivity in the United States. If we shift our immigration policy 
toward one that gives more weight to admitting more highly skilled peo-
ple, we may not adjust the labor force participation rates signifi cantly, 
but this shift would have an impact on labor productivity. So the ultimate 
impact on our economy of a change in immigration policy is not only on 
the number of people participating in the labor force, but also encom-
passes the human capital that is embodied in these individuals. 

The paper then turns to the projections of within-age group participa-
tion rates. There are two critical parts to this discussion—what is going 
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to happen to older workers’ labor force participation rates, and what is 
going to happen to the labor force participation rates of men and women 
aged 25-54-years-old. In terms of older workers, we have seen a steady 
increase in the labor force participation rate of male workers over the 
age of 55 since the mid-1990s. I would argue, as do Munnell and Sass 
in their conference paper, that this increase has been fueled in part by 
declines in employer-provided healthcare for retirees, changes in Ameri-
cans’ retirement fi nancial security due to improved health and changes in 
the composition of pension assets, changing occupational characteristics 
of workers, rising educational levels, and technologies that make work-
ing from home easier. Forecasting just how much more labor force par-
ticipation rates might increase for this older age group is challenging but 
Fallick and Pingle, the Bureau of Labor Statistics, and the Social Security 
Administration all seem to agree that this participation rate will continue 
to rise in the near future.

However, there is much less consensus on what is going to happen to 
labor force participation rates of workers aged 25–54 years.  Using pro-
jections from a model that relies on cohort effects to predict the future 
path of participation of individual birth years, Fallick and Pingle expect 
that labor force participation rates for prime working-age males will 
continue to decline, a pattern seen over the past 30 years. This predic-
tion begs the question of why the participation rate for prime-age male 
workers has been falling. Without a better understanding of why labor 
supply for this group has been declining, it is diffi cult to assess whether 
or not extrapolating that trend forward makes sense or not. Changes 
in the generosity of disability insurance, incarceration rates, and school 
enrollment patterns may all be playing a role here. In a technical back-
ground paper associated with this conference paper, Fallick and Pingle 
(2007) present more details on the model they use to predict the future 
path of labor force participation. Specifi cally, in an enhanced model they 
show how controlling for schooling, along with age and cohort effects, is 
important for explaining past trends in male labor supply. However, they 
do not include controls for disability eligibility, changes in replacement 
rates associated with disability insurance, or incarceration rates. Those 
men in prison are not included in the numerator or denominator of the 
civilian labor force participation rate, so in principal changes in the U.S. 
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male prison population are irrelevant for male labor force projections. 
However, if we assume that incarceration rates are positively correlated 
with the pool of potential criminals, and we assume that potential crimi-
nals have a lower labor force participation rate, as suggested in work by 
Western, Kling, and Weiman (2001), then controlling for this variable/
effect might be useful. In terms of the potential impact of enhanced dis-
ability insurance on labor force participation, we know from the work by 
Autor and Duggan (2003) that among males aged 25–54 years, receipts 
of disability insurance rose by 50 percent between 1984 and 1999. The 
increase was even more dramatic for those men without a high school 
diploma. While Fallick and Pingle have tried including the fraction of 
applications for disability insurance approved in each year in their model 
of labor force participation, they omit this variable due to its limited 
explanatory power. However, other proxy measures, such as the disabil-
ity insurance replacement rate for low-skilled workers or the disability 
insurance application rate per capita, might provide more explanatory 
power. 

The largest point of departure in the labor force projections generated 
by the Fallick and Pingle model versus those provided by the Bureau of 
Labor Statistics and the Social Security Administration has to do with the 
projected 25–54 year-old female labor force participation rate. Fallick 
and Pingle predict that the leveling off in female labor force participation 
that we have seen over the last couple of years will actually start trending 
down since, “women have begun to behave similarly to prime-age men.” 
In large part, their claim is driven by trends in labor force participation 
rates that they observe for women born after 1950 when they reach the 
ages of 35–44 years. I want to suggest a couple of reasons why you might 
want to question the projections for this group that come out of Fallick 
and Pingle’s model. 

First, let me just state the obvious: since the level of women’s labor 
force participation is not equal to men’s, it is does not follow that the rate 
of change should exhibit the same pattern as men’s. Second, Fallick and 
Pingle argue that more recent cohorts of women seem less attached to the 
labor market than past cohorts. However, in their technical background 
paper, the authors state that they drop the eight birth-year cohorts who 
entered the labor market after 1996 due to small sample sizes. I would 
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suggest that more recent cohorts are unlikely to be similar to previous 
cohorts simply on the basis of the educational choices they have been 
making. In Figure 2.18 we see that college enrollment rates for males and 
females have been trending steadily upwards since 1973, especially for 
women. But since the early 1990s, women have been behaving differently 
than men and enrolling at a higher rate in four-year colleges. The more 
recent cohorts of women are clearly exhibiting a greater taste for invest-
ment in higher education. This difference may actually mean that going 
forward, we will see a further divergence in the labor supply behavior 
of American men and women that refl ects these different educational 
choices.

The role of technology is another issue that I think is quite important, 
but that has not been addressed in any of the papers presented here. 
Technology has had a profound impact on the labor supply of successive 
cohorts of women during the twentieth century. Improvements in mater-
nal health and the availability of infant formula, as discussed by Albanesi 
and Olivetti (2007), meant that women who were born in the early part 
of the twentieth century spent much less time engaged in the production 

Figure 2.18 
U.S. Four-Year College Enrollment Rates
Source: Digest of Education Statistics and U.S. Department of Education.
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of children. This in turn allowed them to have more time to be active 
in the labor market. The introduction of labor-saving devices that freed 
women from certain household chores and the introduction of the Pill 
affected subsequent cohorts of women and their labor supply decisions. 

Those women born after 1950 have experienced yet another techno-
logical innovation—fertility-enhancing reproductive technologies. These 
innovations started becoming available during the mid–1980s, when 
those born in 1950 were moving into the age range of 35–44 years, and 
insurance coverage for these  treatments gradually expanded through the 
1990s. These reproductive technologies have had a dramatic impact on 
birth rates by age of the mother, as shown in Figure 2.19. For example, 
if we compare the birth rates for women aged 35–39 years in 1980 and 
in 2005, we see that these rates have more than doubled. At the same 
time, teenage birth rates and birth rates for women aged 20–24 years 
have been declining. As women defer childbearing to later years, it is not 
clear whether or not the tapering off or decline in labor force participa-
tion we see in women aged 35–44 years will then reverse itself as they 

Figure 2.19 
U.S. Birth Rates by Age of the Mother
Source: National Center for Health Statistics and U.S. National Vital 
Statistics.
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get older. Fallick and Pingle try to address the impact of fertility in their 
extended model by including controls for fertility. However, they only do 
this for women aged 18–29 years. This means that they have not been 
able to incorporate into their projections how this technological shock 
may affect labor market decisions of older women. Older women who 
may have withdrawn from the labor market to take care of young chil-
dren may exhibit very different re-entry patterns into the labor market 
than those who had children at a much younger age.

Finally, the aging of the U.S. working population will also have an 
impact on labor productivity. As workers age, they amass more experi-
ence and, depending on the amount of skills investment they have received 
on the job, they may also have higher human capital. These higher expe-
rience levels should, in turn, raise labor productivity. Unfortunately the 
failure of U.S. statistical agencies to systematically collect information on 
how people acquire skills in the workplace as they age limits our under-
standing of how declines in labor force participation may be offset by 
post-school investments in human capital. 

In conclusion, if we have learned anything about the baby boom gen-
eration, it is that they have defi ed all efforts by demographers and econo-
mists to pigeonhole their labor market behavior. As they age, the boomers 
will continue to redefi ne hours of work, conditions of work, and where 
work is conducted. As a result, our efforts to try to model their labor 
market behavior going forward will constantly be challenged. 

Notes

1. Congressional Budget Offi ce, Cost Estimate. 2007. “Senate Amendment 1150 
to S. 1348, the Comprehensive Immigration Reform Act of 2007.” Available 
online at http://www.cbo.gov/ftpdocs/81xx/doc8179/SA1150_June4.pdf.

2. Bureau of Labor Statistics. 2007. “Foreign-Born Workers: Labor Force Char-
acteristics in 2006,” released April 25. Available online at http://www.bls.gov/
news.release/pdf/forbrn.pdf.
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The Labor Supply of Older American Men

Alicia H. Munnell and Steven A. Sass

This chapter summarizes what is known about the labor supply of older 
American men, defi ned as those aged 55 years and over. The topic is of 
great interest because in the coming decades older individuals will com-
prise a much greater portion of the U.S. population, so the labor supply 
of older adults will have a signifi cant impact on national output, tax reve-
nues, and the cost of means-tested programs. Most importantly, a greater 
proportion of older individuals will need to remain in the workforce than 
is the present case, because the retirement income system is contracting 
and working longer is the only way for most people to ensure fi nancial 
security in their old age. The paper’s focus is on men, because women’s 
work patterns are changing and increasingly refl ect the work patterns of 
men.

Section I of this paper describes the changes to the U.S. retirement 
income system that will require people to work longer. Section II sum-
marizes the long-term decline in labor force activity among older men 
over the course of the twentieth century, and the factors that contributed 
to this trend. Section III describes the recent turnaround in the labor 
force activity of older Americans, and the changes in Social Security and 
employer-provided pension plans that likely led to that reversal. In an 
attempt to determine whether the labor supply of older workers will 
continue to increase, section IV describes changes in work patterns that 
have emerged in the last 20 years, which have led to more labor market 
mobility and less job tenure among older workers, and the implications 
of such changes on labor supply. Section V addresses how the health of 
older people may infl uence the extent to which they can be expected to 
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continue in the labor force, and underscores that for 15 to 20 percent 
of older workers, continued employment will be impossible. Section VI 
discusses the remaining incentives to retire—namely, the availability of 
Social Security benefi ts at age 62 and the lack of fl exible employment 
arrangements. Section VII concludes and estimates labor force participa-
tion rates going forward.

I. The Need for Continued Employment

As people age, earnings become dramatically less important as a source 
of household income, giving way primarily to income from Social Secu-
rity and employer retirement income plans. Today the share of household 
income from earnings declines from 81 percent for those aged 55–61 
years, to 57 percent for those aged 62–64, to 23 percent for those 65–69, 
and becomes trivial thereafter; see Figure 3.1. However, both Social Secu-
rity and employer plans will replace a smaller portion of pre-retirement 
income in the future than is the case today. This is especially clear for 

Figure 3.1 
2005 Earnings as a Percent of Income, U.S. Households Aged 55 Years and 
Older, Middle Quintile
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau (2006), and 
authors’ calculations.
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Social Security, which is a signifi cant source of income for most retired 
Americans.

The Outlook for Social Security
At any given retirement age, Social Security benefi ts will replace a smaller 
fraction of pre-retirement earnings in the future. Today, the hypothetical 
“medium earner” retiring at age 65 receives benefi ts equal to about 41 per-
cent of his or her previous earnings. After paying the Medicare Part B pre-
mium, which is automatically deducted from Social Security benefi ts before 
the check goes in the mail, the replacement rate is 39 percent. But, under 
current law, Social Security replacement rates—benefi ts as a percent of pre-
retirement earnings—are scheduled to decline for three reasons. First, the 
program’s Full Retirement Age is currently in the process of moving from 
65 to 67, which is equivalent to an across-the-board cut in benefi ts.1 Sec-
ond, Medicare Part B premiums are slated to increase sharply due to rising 
healthcare costs.2 (Premiums for the new Part D drug benefi t will also claim 
an increasing share of the monthly Social Security check.) Finally, Social 
Security benefi ts will be taxed more under the personal income tax, as the 
exemption amounts are not currently indexed to infl ation. For the medium 
earner who claims benefi ts at age 65, these three factors will reduce the net 
replacement rate from 39 percent in 2002 to 30 percent in 2030; see Figure 
3.2. Restoring Social Security’s long-term solvency through more benefi t 
cuts would reduce this level of support still further. 

The Outlook for Private Sector Employer-Sponsored Pensions
With a diminished role for Social Security in providing retirement income, 
future retirees will be increasingly dependent on employer-sponsored pen-
sion plans. At any moment in time, however, less than half of the private 
sector workforce aged 25 to 64 years participates in an employer-spon-
sored retirement income plan of any type. This fraction has remained 
virtually unchanged since the late 1970s, and is unlikely to improve.3 
Since participation in employer-provided pension plans tends to increase 
with earnings, only middle- and upper-income individuals can count on 
receiving meaningful benefi ts from these plans.

The other issue is that the nature of pension coverage has changed 
dramatically. Twenty years ago, most American workers with pension 
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coverage had a traditional defi ned benefi t plan, which pays a lifetime 
annuity at retirement.4 Today the world looks very different, as depicted 
in Figure 3.3. Most people with an employed-sponsored pension have a 
defi ned contribution plan—typically a 401(k)—and 401(k) plans oper-
ate like savings accounts.5 In theory workers may accumulate substan-
tial pension wealth under 401(k) plans, but in practice they do not. 
For example, simulations suggest that the worker in the middle of the 
earnings distribution, who contributes regularly throughout his or her 
work life, should end up at retirement with about $300,000 in a 401(k) 
account and/or in an Individual Retirement Account (IRA), as most 
IRA assets are rolled-over balances from 401(k) plans. This $300,000, 
when combined with Social Security benefi ts, would provide an adequate 
retirement income. Yet reality looks quite different. The Federal Reserve 
Board’s 2004 Survey of Consumer Finances reports that the typical indi-
vidual approaching retirement had 401(k)/IRA balances of only $60,000, 
as shown in Figure 3.4.6 Nor do younger cohorts seem to be on track to 
accumulate suffi cient assets to provide an adequate retirement income. A 

Figure 3.2 
Social Security Replacement Rates for the Medium Earner, 2002 and 2030
Source: Authors’ calculations based on Munnell (2003).
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critical factor explaining these low balances is that the entire responsibil-
ity for retirement saving has shifted from the employer to the employee, 
and employees make mistakes at every step along the way.7 

Americans’ Decline in Personal Saving
Given the projected decline in Social Security and the increased uncer-
tainty surrounding employer-sponsored pensions, one might have 
expected to see working age adults increase their personal saving rates. 
This is certainly what the standard life-cycle model predicts. But a recent 
study of the U.S. National Income and Product Accounts (NIPA) found 
that saving by the working-age population has declined, and that virtu-
ally all the saving undertaken by the working-age population occurred 
in employer-sponsored pension plans (Munnell, Golub-Sass, and Varani 
2005). In recent years, the saving rate of the working-age population 
outside of such plans has actually been negative; see Figure 3.5. 

Figure 3.3 
Percent of U.S. Wage and Salary Workers with Pension Coverage by Type of Plan
Source: Munnell and Sundén (2006) based on the U.S. Board of Governors 
of the Federal Reserve System (1983–2004).

70

60

50

40

30

20

10

0

Percent

42%

19%

14%

41%

63%

24%

17% 18%

62%

Defined benefit only Defined contribution 
only

Both

1983
1992
2004



The Labor Supply of Older Americans88

Figure 3.4 
401(k)/IRA Actual and Simulated Accumulations by Age Group, in 2004
Source: Munnell and Sundén (2006).
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Figure 3.5 
National Income and Product Accounts Personal Saving Rate for the U.S. 
Working-Age Population, with and without Pensions, 1980–2003
Source: Munnell, Golub-Sass, and Varani (2005).
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Thus, the outlook for retirement income for future cohorts of retirees 
is dismal. People are not going to be able to continue to retire at age 63 
and maintain their standard of living over an increasingly long period 
of retirement; see Figure 3.6. Moreover, dramatically rising healthcare 
costs are going to erode already diminished retirement incomes.8 Work-
ing longer is an obvious solution.9 Each additional year in the workforce 
increases income directly through earnings from work and investments. 
It also actuarially increases Social Security benefi ts by 7 to 8 percent, 
allows retirement savings more time to accumulate investment earnings, 
and reduces the number of years over which those savings need to be 
spread. The implications are striking. As shown in Figure 3.7, a cou-
ple in the middle of the income distribution that delays retirement from 
62 to 70 would reduce the assets needed to replace 80 percent of their 
after-tax pre-retirement income from $555,000 to $128,000.10 Delaying 
retirement is clearly a powerful lever for addressing the coming decline 
in the nation’s retirement income system. But is it realistic for most 
people?

Figure 3.6 
Expected Years in Retirement for American Men
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau (1962–2005), 
and authors’ calculations based on U.S. Social Security Administration 
(2006).
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II. The Long-term Decline in Employment Rates for Older American 
Men

The notion of retirement as a distinct and extended stage of life is a 
twentieth-century innovation. Up to the end of the nineteenth century, 
people generally worked as hard and as long as they could. Men in their 
prime put in 60 hours of work each week. And at the end of life they had 
only about two years of “retirement,” often due to ill health. Productive 
capacity declined with age, as health impairments were much more prev-
alent and jobs much more physically demanding than is the case today. 
So in older age people took on less taxing jobs or worked fewer hours. 
But they generally stopped working only when no longer able.11 

Beginning around the end of the nineteenth century, the percent of 
the older U.S. population that continued to work began to decline. This 
can be seen in Figure 3.8, which shows employment rates by age.12 The 

percent in 1880 to about 40 percent in 1940 to 16 percent in 1990. 

Figure 3.7 
Assets Required for a Married Couple Earning $63,660 After Taxes to Maintain 
80 Percent of After-Tax Pre-Retirement Income in 2007
Source: Authors’ update based on Congressional Budget Office (2004).
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Then and now, people retire for three basic reasons. Poor health may 
make it impossible for them to keep working. Physical strength, eyesight, 
hearing, and mental agility decline with age, and the incidence of con-
tracting debilitating conditions and illnesses rises. Second, as the real or 
perceived productivity of older workers ebbs, employers fi nd it unprof-
itable to employ them. Third, people acquire enough wealth to forgo 
earnings from the labor market. That is, as productivity declines and 
an increased incidence of ailments raises the disutility of work, older 
people with adequate savings can choose to quit the workforce. In terms 
of explaining the trend toward longer periods of retirement, increasing 
personal wealth and the attitudes of employers must be the primary driv-
ers.13 The health of older American adults has improved, not deterio-
rated, and would have been expected to lead to later retirement. 

Economic growth has been dramatic throughout the twentieth century. 
Despite the Great Depression, output per hour in 1940 was 2.7 times the 

Figure 3.8 
Labor Force Participation Rates of American Men Aged 55 to 64 Years, and 65 
Years and Older, 1880–2000
Source: Ruggles and Sobek (2004).
Note: From 1880 to 1930, work rates are defined as reporting any gainful 
occupation. From 1940 to 2000, work rates are labor force participation rates, 
defined as working or seeking work.
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level in 1880 (U.S. Bureau of Economic Analysis 1973). Workers used 
some of this increased affl uence to reduce their labor burden. The length 
of the work day fell sharply between the 1880s, when the typical worker 
labored 10 hours a day, 6 days a week, and 1940, when the typical work 
schedule was 8 hours per day, 5 days per week (Costa 2000). But suc-
cessful retirement requires more than rising incomes and a decision to 
consume more leisure. People can retire from the labor force only if they 
have a source of income once their earnings cease. 

In theory, people could save during their working years and then tap 
those assets to support themselves in retirement. But this saving and 
investing process requires a good deal of foresight, discipline, and skill. 
People need to predict their earnings over their lifetime, how long they 
will be able to work, how much they will earn on their assets, and their 
life expectancy. Recent surveys suggest that even today, people are not 
very good at planning for retirement. Moreover, at the turn of the century 
most people had little reason to save for retirement since most died early, 
often in middle age.14

Instead of saving for retirement, an unexpected and substantial income 
stream for the elderly appeared at the end of the nineteenth century in the 
form of old-age pensions provided to the large number of Union Army 
Civil War veterans. A comprehensive study found that veterans eligible 
for these pensions had signifi cantly higher retirement rates than did the 
American population at large (Costa 1998). It is important to note that 
these pensions did not require workers to retire; benefi ciaries could col-
lect these payments while remaining employed. That Union Army pen-
sions produced an upsurge in retirements clearly illustrates the “income 
effect” of increased wealth on the labor supply of older workers, who 
often choose to consume a portion of that increased wealth in the form 
of more retirement. 

Labor market participation rates in the United States did not return 
to their previous levels as the Union Army veterans died off in the early 
decades of the twentieth century. After a pause, the percentage of the 
older adult male population in the labor force continued to decline. Vari-
ous analysts have argued that this refl ects the growth of worker incomes 
(Costa 1998). But employer attitudes were also becoming more impor-
tant. The U.S. workforce was rapidly shifting from self-employment, most 
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notably as farmers, to employment in large enterprises. These organiza-
tions increasingly imposed mandatory retirement requirements on their 
employees, and were reluctant to hire older workers seeking employment 
(Moen 1987; Margo 1993).

The next big decline in the work rates of older American men, and espe-
cially of men aged 55 to 64 years, occurred after World War II, as shown in 
Figure 3.9. One obvious factor was the availability of Social Security ben-
efi ts. Although the legislation was enacted in 1935, initially only Old Age 
Assistance welfare benefi ts were paid. Social Security’s retirement benefi ts 
were not paid until 1941, and then the value of these benefi ts were seri-
ously eroded by wartime and postwar infl ation. The critical 1950 Social 
Security Amendments restored replacement rates—Social Security benefi ts 
relative to pre-retirement earnings—to 30 percent for the average earner. 
In the wake of the 1935 legislation, workers chose to consume a portion of 
their newfound Social Security wealth in the form of more retirement. 

The uptick in retirement was probably also due to key features in the 
program design—the Social Security Retirement Earnings Test and the 
“take-it-or-leave-it” character of Social Security benefi ts. The earnings 

Figure 3.9 
Labor Force Participation of American Men Aged 55 to 64 Years, and 65 Years 
and Older, 1960–2006
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau (1962–2006).
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test meant that workers could not collect benefi ts if their earnings from 
work were more than a trivial sum. The “take-it-or-leave-it” character 
meant that a worker’s benefi ts would not rise if he or she delayed claim-
ing. The effective compensation of a worker who did not retire at age 65 
was their compensation less their foregone Social Security benefi t (and 
taxes and work expenses). Social Security thus decreased the value of 
remaining at work vis-à-vis retirement, and this “substitution effect” 
contributed to the decline in labor force participation. Employer pension 
plans had similar features and similar effects. These plans required that a 
worker retire in order to collect benefi ts, and offered no increase in ben-
efi ts if a worker stayed on the job and retired at a later age. 

Ultimately, Social Security’s low level of earnings replacement was 
judged inadequate, given the widespread acceptance of retirement as a 
legitimate period of rest after a lifetime of work, the relative poverty of 
the elderly U.S. population, and the recognition that employer-provided 
pensions would never fi ll the retirement income gap. In response, Con-
gress enacted Medicare in 1965, and in 1972 sharply increased Social 
Security benefi ts to roughly a 40 percent earnings replacement rate for 
the benchmark average earner. 

The postwar period also saw the expansion of employer-sponsored pen-
sion plans, driven by three main considerations. First, employer-sponsored 
defi ned benefi t plans had become an essential component of corporate 
personnel systems of large-scale organizations in the United States, so 
coverage grew as employment in government and corporate big business 
blossomed in the mid-twentieth century. Second, the special tax treatment 
of employer pensions became signifi cantly more valuable in the face of 
mass income taxation.15 And third, unions, which had gained powerful 
collective bargaining rights, made pensions a standard component of labor 
agreements throughout the unionized sector by the end of the 1950s. 

By the early 1970s, the combination of Social Security benefi ts and 
employer-sponsored pension plans provided long-serving workers a 
secure and comfortable retirement income. In the wake of these develop-
ments, the labor force participation rates for men 65 and over declined 
from 33 percent in 1960 to 16 percent in 1985.16 

Two factors, in addition to the sheer increase in retirement wealth cre-
ated by the expansion of the retirement income system, also contributed 
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to a decline in the labor supply of American men in the 55–64 age group. 
First, many traditional employer-defi ned benefi t plans began to offer sig-
nifi cant subsidies for workers taking early retirement. The subsidy arises 
because companies offer benefi ts at an early retirement age, such as 55, 
that are not adjusted suffi ciently to refl ect the fact that retirees will receive 
benefi ts for 10 years longer, and begin collecting earlier, than if they retired 
at age 65.17 The subsidy implicit in the less-than-actuarially fair reduction 
then gradually declines and disappears entirely at the plan’s normal retire-
ment age.18 By decreasing the value of remaining at work vis-à-vis taking 
retirement, this produces a strong incentive to retire early. 

The second factor affecting labor force participation rates for men aged 
55–64 years was the availability of Social Security benefi ts at age 62. 
When in 1935 Congress established 65 as the age of eligibility for Social 
Security benefi ts, it was following precedents set internationally and by 
employer-sponsored plans. But in 1956, Congress lowered Social Secu-
rity’s Earliest Eligibility Age (EEA) for women to 62.19 The introduction 
of an EEA for men followed in 1961, primarily in response to a reces-
sion that left many older male workers without employment. These early 
retirement benefi ts are actuarially adjusted, and thus involve no clear 
increase in retirement wealth. But numerous empirical studies, showing a 
spike in retirements at age 62, support the notion that the availability of 
benefi ts at 62 was an important factor in reducing the labor force partici-
pation rate of men aged 55–64 years (see Gustman and Steinmeier 1986, 
Rust and Phelan 1997, Burtless and Quinn 2000).20 

III. The Recent Trend Reversal in Older Men’s Labor Force Participation

The decline in the labor force activity of older American men ended in 
the mid-1980s. As shown in Figure 3.10, which depicts men’s labor force 
participation rates by age for 1940, 1970, 1985, and 2005, labor force 
activity at each age was below that for the earlier period until 1985. 
The pattern then reversed, with older men’s labor force participation rate 
in 2005 above the 1985 level for those 62 and over.21 Observers have 
offered a number of explanations for this change in direction (Friedberg 
2007; Burtless and Quinn 2002). We discuss some of these changes in 
this section.
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Changes in the Social Security Program 
Social Security benefi ts available at any given age have become less gen-
erous, and incentives for early retirement have been reduced or elimi-
nated. 

Two changes enacted in 1983 have reduced benefi t amounts. First, this 
legislation made up to half of Social Security benefi ts taxable for people 
with earnings above a certain threshold.22 For higher income benefi cia-
ries, the taxable percentage was increased to 85 percent in 1994. For 
these higher paid workers, subjecting their Social Security benefi ts to tax-
ation is equivalent to a benefi t cut. Second, the 1983 legislation gradually 
increased the Full Retirement Age from 65 to 67, which is equivalent to 
an across-the-board benefi t cut. Once the increase is fully phased in, for 
cohorts born in 1960 and later, those retiring at age 62 will receive 70 
percent, as opposed to the original 80 percent, of full benefi ts. 

The expected negative “income effect” of such benefi t cuts is an increase 
in the labor supply of older Americans, as workers respond to this decline 

Figure 3.10 
Labor Force Participation Rates of American Men Aged 55 Years, and Older, 
1940–2005
Source: Authors’ calculations based on the U.S. Bureau of Labor Statistics and 
U.S. Census Bureau (1985, 2005) and Munnell (1977).
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in wealth in part by consuming less while working, in part by consuming 
less in retirement, and in part by working more and “consuming” less 
retirement. But the labor-supply effects of these benefi t cuts mainly lie in 
the future. The Full Retirement Age only began rising for those turning 
62 in 2000, and that year the benefi t reduction was small.23 The increased 
taxation of benefi ts will also affect a much larger share of the population 
in the future, as the income thresholds are not indexed for infl ation. 

The increase in older men’s labor force participation since the mid-
1980s is more likely due to changes in the Social Security program that 
made continued work more attractive vis-à-vis retirement. The fi rst 
change is the liberalization and, for some, the elimination of the earnings 
test. Since Social Security began as a program insuring workers and their 
dependents against a loss of earnings due to disability, old age, or death, 
the government imposed an earnings test: benefi ts were paid only if earn-
ings were “lost.” This test, however, encouraged workers to retire early, 
because it seemed like a tax. Most workers were unaware that any reduc-
tion in the amount of benefi ts paid out due to their continued employ-
ment triggered an increase in benefi ts later.24 In recent years, Congress 
increased the exemption amount that workers could earn without having 
their benefi ts reduced. And, for benefi ciaries older than the Full Retire-
ment Age, it fi rst reduced the benefi t reduction for each dollar earned and 
then eliminated the test altogether in 2000. For those between age 62 and 
the Full Retirement Age, the test allows about $12,500 of earnings before 
reducing benefi ts by $1 for each $2 of earnings. Most studies suggest 
that the earnings test and these changes have had a substantial impact 
on the work effort of older people (see Friedberg 1998 and 2000; Haider 
and Loughran 2005; Friedberg and Webb 2006; Gustman and Steinmeier 
2007), though some conclude that the test has had little effect, at least for 
older men (Gruber and Orszag 2003).

The Delayed Retirement Credit, which increases benefi ts for each year 
an individual postpones claiming Social Security benefi ts between the 
Full Retirement Age and age 70, has also improved older workers’ incen-
tives to remain in the labor force. When introduced in 1971, the credit 
increased benefi ts by 1 percent per year for each year of delay between 
the Full Retirement Age and age 72. In 1983, Delayed Retirement Cred-
its were only granted up to age 70, but the adjustment was raised to 3 
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percent per year, and scheduled to increase to 8 percent per year by 2008. 
When fully phased in, the credit will, roughly speaking, be actuarially 
fair. The question then becomes what impact this increased credit for 
delaying claims will have on retirement decisions. Recent studies suggest 
that the delayed retirement credit may well have been an important fac-
tor in raising labor force participation rates among workers 65 and over 
(Coile and Gruber 2000; Pingle 2006).25

The End of Mandatory Retirement 
In the early 1970s about half of all employed Americans were covered 
by mandatory retirement provisions that required they leave their jobs 
no later than a certain age, usually 65. In 1978, the earliest legal age for 
mandatory retirement was increased from 65 to 70. In 1986, mandatory 
retirement was eliminated entirely for the majority of workers. As nearly 
all American workers in 1986 and after were out of the labor force by age 
70, however, this legislation probably had little to do with the subsequent 
rise in the labor supply of older workers. 

Changes in Employer Pension Plans 
Various changes in the structure of employer-sponsored retirement income 
plans have also reduced incentives to retire early. As noted earlier, in the 
early 1980s about 85 percent of U.S. workers with employer-sponsored 
pensions were covered by a defi ned benefi t plan; by 2004 the percentage 
of U.S. workers with defi ned benefi ts plans had declined to 37 percent. 
In contrast to the early retirement incentives commonly found in defi ned 
benefi t plans, 401(k)s and other defi ned contribution plans work like 
savings accounts and contain no incentives to retire at any particular age. 
Studies have documented that, on average, workers covered by 401(k) 
plans retire a year or two later than do similarly situated workers covered 
by a defi ned benefi t plan (see Friedberg and Webb 2005, Munnell, Cahill, 
and Jivan 2003). Among recently retired workers, however, dependence 
on defi ned contribution pensions had not increased dramatically. Thus 
the labor supply effect of the shift from defi ned benefi t to defi ned contri-
bution plans primarily lies in the future, not in the past.26 

Another likely change, albeit poorly documented, is a shift since the 
mid-1980s away from sweetened early retirement benefi ts in traditional 
defi ned benefi t pension plans. According to one industry expert, the 
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elimination of such early retirement incentives was a primary motive 
behind the conversion of a large number of pension plans, covering over 
20 percent of covered workers, to cash-balance formats (see Schieber 
2007). From the perspective of workers, cash-balance plans are much 
like defi ned contribution plans and neither subsidize nor penalize retire-
ment taken at any given age.27 In addition, many early retirement sweet-
eners in the past had been offered in special “one-time” windows. If the 
conversion to cash-balance formats does refl ect a shift away from early 
retirement subsidies, one would expect a comparable shift away from 
such one-time offers.28 The net effect could be an increase of one to two 
years, much like the effect of a shift from defi ned benefi t to defi ned con-
tribution plans.

The Shift to Less Physically Demanding and More Psychologically 
Rewarding Jobs
The nature of employment has changed dramatically in the last 20 
years. As U.S. manufacturing industries have declined, the service sector 
has exploded. This shift, especially the expansion of knowledge-based 
employment, refl ects the growth in jobs often thought to have signif-
icant non-pecuniary rewards, found in places such as universities and 
hospitals, and in occupations such as software development, manage-
ment consulting, and graphic design. Even within the manufacturing 
sector, the composition of jobs has changed, as fi rms have automated 
or outsourced production and now employ more managers, engineers, 
and technicians.29 Generally, American jobs now entail more knowledge-
based activities that put less strain on older bodies, and provide more 
satisfaction for workers of all ages.30 Less physical strain and more non-
pecuniary rewards raises the value of remaining employed vis-à-vis tak-
ing retirement, thereby raising the supply of labor. A good portion of 
the increase in labor force participation since the mid-1980s, especially 
among workers aged 65 to 69 years, the group which saw the most dra-
matic gains in labor force participation, may be due to such changes. 

Joint Retirement Decisions
Another factor that may be encouraging men’s employment at later ages 
is the movement of married women into the labor force. When only the 
husband was working outside the home, retirement decisions could be 
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based on the rewards of work, the generosity of his retirement benefi ts, 
and how continued employment would affect those benefi ts. With wives 
working, retirement decisions have become more complicated. Now cou-
ples need to consider how the decision to stop working will affect the 
rewards and benefi ts of both spouses. A growing number of studies sug-
gest that husbands and wives like to retire together.31 Since in the United 
States husbands are, on average, three years older than their wives, the 
increased labor force participation of wives would be expected to lead to 
the later retirement of men. 

The Decline in Post-Retirement Health Insurance
A fi nal factor affecting the labor force participation rates for older men 
is related to changes in employer-provided health insurance. Among 
the entire working-age population, employer-provided health insurance 
coverage may be declining, but it is declining very slowly. In contrast, 
employer provision of health insurance after retirement has dropped 
dramatically. According to the Kaiser Family Foundation, the percent 
of fi rms with 200 or more employees offering retiree health insurance 
dropped in half between 1988 and 2005; see Figure 3.11. This drop dra-
matically changes the incentives facing workers in their late 50s and early 
60s. If they stay with their employer, they will continue to receive health 
insurance. If they leave the workforce before age 65, when they qualify 
for Medicare, they will be uninsured and forced to purchase insurance on 
their own—a very expensive undertaking. The combination of a decline 
in retiree health insurance coverage with the rapid rise in healthcare costs 
gives workers a strong incentive to maintain their current employer-pro-
vided coverage until they qualify for Medicare at 65. 

In short, a large number of factors could explain the increase in labor 
force participation among older male workers since the mid-1980s. The 
contraction of the retirement income system, which increases participa-
tion via an “income effect,” is an effect that will take place mainly in the 
future. But substantial changes in Social Security benefi ts and employer-
provide pension plans have raised the value of work vis-à-vis retirement, 
which increases labor force participation via a “substitution effect.” The 
fact that the increase in older men’s participation has occurred mainly 
after age 62, and especially after age 65, suggests that changes in the 
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Social Security earnings test and the Delayed Retirement Credit have 
been quite important; refer again to Figure 3.10. On the other hand, a 
recent study focusing on this older segment of the workforce suggests 
that non-pecuniary considerations might also play an important role (see 
Haider and Loughran 2001). Older labor force participants tend to be 
among the more educated, healthiest, and wealthiest elderly Americans. 
Moreover, the fact that the wages earned at these older ages are lower 
than those of their younger counterparts, and lower than their own past 
earnings, suggests that money may not be the prime motivator for their 
continued labor force participation.32 

The important question is whether this trend toward later retirement 
will continue, and whether U.S. workers will respond to the contraction 
of the retirement income system by remaining in the workforce longer. 
Boomers certainly claim that they will want to work longer, but will they 
follow through with their plans?33 To provide some basis for predicting 

Figure 3.11 
Percent of U.S. Firms with 200 or More Workers Offering Retiree Health 
Benefits, 1988–2005
Source: Kaiser/Health Research and Educational Trust Employer Health Benefits 
Survey: 2003, 2005; KPMG Survey of Employer-Sponsored Health Benefits: 
1988, 1993, 1998.
http://www.kff.org/insurance/7315/sections/upload/7315Section11.pdf.
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future labor force trends, the following sections look at how career pat-
terns have changed over time, the physical health of older workers, and 
the remaining incentives to retire early.34 

IV. Patterns of Employment

The above discussion has focused on the labor force participation of 
older male workers. Another dimension of work patterns is the extent 
to which and when people change jobs over the course of their working 
life. This pattern is important because older workers are likely to have an 
easier time staying employed and enjoy higher wages if they remain with 
their long-term employer rather than scurrying about the labor market 
trying to fi nd a new job in their late 50s and early 60s. Evidence suggests 
that fi rms are reluctant to hire older workers, and the loss of fi rm-spe-
cifi c human capital means that productivity, and hence wages, often fall 
when workers move to a new job (see Lahey 2006, Johnson and Kawachi 
2007). 

Tenure Patterns
Despite the apparent interest of older workers in remaining with their 
current employer, one would expect to see shorter tenures and more 
mobility as a result of the shift from defi ned benefi t to defi ned contri-
bution plans. The shift in employer-provided retirement plans refl ects a 
diminished interest in career employment on the part of both fi rms and 
employees. The original purpose of defi ned benefi t plans was to induce 
workers to remain with their employer until retirement, then to retire 
“on time” at the age specifi ed in the plan (Sass 1997). To accomplish this 
goal, plans based benefi ts on years of service and earnings in a worker’s 
fi nal working years, so the value of accrued pension benefi ts increased 
rapidly as job tenures lengthened and earnings rose, and then declined as 
workers aged past critical benchmark ages. Workers with defi ned benefi t 
plans who change jobs prematurely, even when moving to fi rms with 
identical plans and immediate vesting, receive signifi cantly lower ben-
efi ts in retirement than do workers with continuous coverage under a 
single plan. Both the changing mechanics of employment and changing 
tastes would lead one to expect more worker mobility and shorter job 
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tenures in a 401(k)-dominated world. These shifting incentives would be 
expected to affect primarily older workers, since at younger ages the pen-
sion costs of switching jobs have always been minimal. 

 This expectation is borne out in the median tenure data for employed 
males taken from the Current Population Survey and presented in Fig-
ure 3.12.35 The results are striking in two respects. First, before 1990 
the median years of job tenure is virtually fl at for every male age group 
between age 25 and age 64. These data confi rm much of the earlier work 
on mobility that showed very little change during the 1970s and 1980s 
(see Neumark 2000, Gottschalk and Moffi tt 1999). Second, beginning 
in 1990, after a decade of 401(k) plans being in place, the median job 
tenure for men at older ages (55+) starts to decline. If the shift in pension 
coverage from defi ned benefi t plans to defi ned contribution plans were 
to have an effect, this is where and when one would expect to fi nd it. As 
noted above, pension accumulations are very small at younger ages, and 
never really impeded mobility among younger workers, so the shift in the 

18

16

14

12

10

8

6

4

2

0

Percent

Year

Ages 55 to 64

Ages 45 to 54

Ages 35 to 44

Ages 25 to 34

1973 1978 1981 1983 1987 1991 1996 1998 2000 2002 2004

Figure 3.12 
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(Current Population Survey data) 
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type of pension coverage would affect the mobility only of older work-
ers.36 Similarly, we would not expect the effect to become evident until a 
signifi cant percent of older workers were covered by 401(k) plans, and 
this did not happen until the 1990s.

 The Current Population Survey data can also be used to see how many 
workers remain with the employer they worked for when they were age 
50.37 The results for the years 1983 and 2004, which are shown in Figure 
3.13, mirror the tenure information presented above. In the early survey, 
at age 60, almost 80 percent of male workers were working for the same 
fi rm as they were when they were 50 years old. By 2003, the picture 
changes noticeably; at age 60 less than 45 percent were working full time 
with their age-50 employer. In short, male workers in their 50s appear 
to be shifting jobs more in a pension world dominated by 401(k) plans 
than they did when covered by defi ned benefi t plans. The old notion that 
men settle into some form of lifetime employment by middle age and 
stay there through retirement no longer holds for the majority of older 
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Figure 3.13 
Percent of American Men Working Full-Time Who Remained in the Same Job 
since Age 50, 1983 and 2004
Source: Authors’ calculations based on U.S. Bureau of Labor Statistics and 
U.S. Census Bureau (1983, 2004).
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American men. One question this prompts is the extent to which this job 
switching at older ages is voluntary. That is, do workers move on their 
own volition or are they laid off from a long-held job, and forced to fi nd 
a new one? One measure of layoffs is displacement rates. Have job dis-
placement rates increased over time? 

Displacement Rates
The Displaced Worker Surveys attempt to measure the number of work-
ers who have lost their job through no fault of their own.38 The displace-
ment rates for older workers, while cyclical, show no discernable upward 
or downward trend over the period 1984–2004; see Figure 3.14. 

Simple averages, however, cannot reliably indicate whether the plight 
of older U.S. workers is getting better or worse, because many factors 
are changing simultaneously. For example, the educational gap between 
older and younger workers has virtually disappeared, which suggests that 
older workers—all else remaining equal—should be less likely to be laid 
off. On the other hand, the shift away from career employment—defi ned 
as employment with a single fi rm from middle-age (at the latest) until 

Figure 3.14 
Job Displacement Rates by Age Group, 1984–2004
Source: Munnell, Sass, Soto, and Zhivan (2006) based on U.S. Bureau of Labor 
Statistics and U.S. Census Bureau (2004).
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retirement—suggests older workers would be more likely to be laid off. 
In order to isolate the impact of age on displacement rates, it is necessary 
to control for the various ways in which older workers might differ from 
their younger counterparts. This can be done through the use of a probit 
regression that estimates the probability of being displaced from one’s 
job, and includes variables for gender, marital status, race, education, 
industry, and full-time status as well as age.39 Controlling for these other 
factors, Figure 3.15 shows the effect of age on the probability of being 
displaced. Being in the 50-54-year-old age group reduces the probability 
of being displaced by somewhere between 0 percent and 7 percent. Inter-
estingly, the benefi cial effect of increased age on job tenure appears to 
be declining over time.40 Thus, the results suggest that older workers are 
slightly more likely to be laid off today then they were in the past. 

But that is not the end of the story. Figure 3.16 reports the results for 
the same type of equation, but this time includes tenure variables, and 

Figure 3.15 
Probability of Job Displacement for U.S. Workers Aged 50 to 64 Years, 
Compared with the Probability for U.S. Workers Aged 20 to 49 Years, 1984–
2004 (Displaced Worker Survey)
Source: Munnell, Sass, Soto, and Zhivan (2006) based on U.S. Bureau of Labor 
Statistics and U.S. Census Bureau (2004).
Note: Gray bars indicate results that are not statistically significant.
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shows that job tenure—not age—protected older workers from displace-
ment. Holding tenure constant, older workers are actually more likely 
than their younger counterparts to be displaced.41 Thus, to the extent 
that workers change jobs late in their careers, they are increasing their 
risk of eventual displacement. These older workers lose the protection 
afforded by long-term tenure and face the increased risk of displacement 
associated with age. Involuntary displacement has an extremely negative 
effect on the probability of older workers getting another job (Chan and 
Stevens 2001). This reduced probability could be the result of workers 
not being willing to supply their labor at the lower wages they are offered 
in the labor market, or of employers being unwilling to hire displaced 
older workers. It is very diffi cult to untangle the effects of labor supply 
and labor demand. But it appears that older workers have already expe-
rienced some increase in displacement risk, and put themselves more at 
risk when they change jobs. Therefore, not all of the increase in mobility 
among older workers appears to be voluntary. 

Figure 3.16 
The Effect of Job Tenure and Age on the Probability of Displacement for Older 
U.S. Workers, 2004 (Displaced Worker Survey) 
Source: Munnell, Sass, Soto, and Zhivan (2006) based on U.S. Bureau of Labor 
Statistics and U.S. Census Bureau (2004).
Note: All results are statistically significant.
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Changes in Compensation and the Effect on Labor Supply 
Two recent changes—the rapid rise in the share of older workers in the 
labor force and the decline of career employment—could signifi cantly 
affect the compensation received by older workers, and thereby their 
labor supply. 

The share of older workers in the U.S. labor force is increasing sig-
nifi cantly. According to the Bureau of Labor Statistics, workers aged 
55–64 years rose from 9 percent of the workforce in 1990 to 14 percent 
today, and are projected to exceed 18 percent in 2020, as shown in Figure 
3.17.

Economic theory suggests that the age distribution of the workforce 
affects the wage structure, and the relative wages of older workers do 
appear to be inversely related to the share of older workers in the com-
position of the labor force. The notion here is that workers with different 
amounts of labor market experience are imperfect substitutes for each 
other. More experienced workers, who have acquired on-the-job training 
or simply learned by doing, generally perform different tasks and play 

Figure 3.17 
Labor Force Shares and Wages of Men Aged 55 to 64 Years as a Percent of Male 
U.S. Workers Aged 64 Years and Younger, 1962–2006
Source: Authors’ calculations based on U.S. Bureau of Labor Statistics and U.S. 
Census Bureau (1962–2006) and U.S. Bureau of Labor Statistics (2007). 
Note: Wages are for those who graduated from high school.
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different roles within the organization. As the supply of workers with a 
given level of experience grows, the wages of that group will decline rela-
tive to the rest of the workforce, producing a cohort effect. The magni-
tude of the wage decline will depend on the extent to which workers with 
different degrees of experience can substitute for each other. 

A number of studies have examined how relative wages have changed 
as the baby boom generation fi rst entered the market and then aged. 
A now-famous analysis, subtitled “The Baby Boom Babies’ Financial 
Bust,” found that the wages of young white men were reduced relative 
to those of older white men as the baby boomer cohorts started entering 
the labor market (Welch 1979).42 A recent study found that the depres-
sion of wages due to cohort crowding follows workers throughout their 
careers (Triest, Sapozhnikov, and Sass 2006). Thus, it seems reasonable 
to conclude that the increasing share of older workers in the labor force 
will depress their wages relative to those of younger workers.

Two further comments are required regarding the cohort crowding effect. 
First, the shift away from defi ned benefi t plans has reduced the relative 
compensation of older workers even more than indicated by the decline in 
relative wages. Pensions in defi ned benefi t plans are based on tenure and 
fi nal salary, and become more costly to the employer as workers approach 
retirement; so the value of non-wage pension compensation in defi ned ben-
efi t plans rises rapidly at the end of workers’ careers. The shift to 401(k) 
plans has eliminated such differential non-wage compensation received by 
older workers, which reinforces the fi nding that the increasing share of 
older workers in the labor market has an adverse effect on their market 
value. On the other hand, U.S. labor force growth in general is slated to 
slow. It is possible that the supply of labor may fall short of demand, 
thereby putting upward pressure on labor compensation, an effect that 
could mitigate some of the downward pressure on the compensation of 
older workers. On balance, however, both the experience premium and 
pension gains enjoyed by older workers will likely be lower in the future. 
As a result, work will look less desirable for older Americans relative to 
retirement and, as a result, they may be less willing to supply their labor. 

The second labor-market change that could affect the labor supply of 
older men is the decline of career employment. This change, which was 
discussed above, is depicted clearly in Figure 3.18, which classifi es the 
male population aged 55–64 in 1983 and in 2004 as: a) not working; b) 
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working part-time; c) working full-time with same employer as at age 50; 
or d) working full-time with a different employer. The portion of this age 
group not working (36 percent–35 percent) or working part-time (4 per-
cent–5 percent) was virtually identical in 1983 and 2004. But the distri-
bution of full-time workers changed dramatically. In 1983, most full-time 
workers aged 55–64 years were with their age-50 employer, while in 2003 
only about half of this same age group was with their same employer.43 

This increase in mobility would be expected to impact wages. Separa-
tions from long-term employment relationships involve a loss of fi rm-
specifi c human capital. Job changes also involve a loss of seniority-based 
protections that shield older workers from the consequences of skill ero-
sion. Thus, a shift to a new employer would seem to suggest a fall in wage 
and benefi t compensation. A simple comparison of wages for full-time 
workers who switch jobs with those who do not reveals that over the 

Figure 3.18 
Employment Patterns of American Men Aged 55 to 64 Years, 1983 and 2004
Source: Authors’ calculations based on U.S. Bureau of Labor Statistics and 
U.S. Census Bureau (1983, 2004).
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1983–2004 period, the wages of job switchers averaged about 75 percent 
of those for full-time workers who remained with their age-50 employer; 
see Figure 3.19. 

Interestingly, regardless of the reason why workers leave a long-term 
employer, their subsequent earnings tend to decline. A recent study (John-
son and Kawachi 2007) used the Health and Retirement Study (HRS) 
to explore the effect of job changes on wages, benefi ts, and satisfaction 
among workers aged 45–75 years who changed employers between 1986 
and 2004. Figure 3.20 shows how those older workers leaving jobs held 
for more than 10 years were distributed by age and by reason for separa-
tion: retirement, layoff, voluntary quit, and “involuntary quit” (health, 
family reasons, personal problems, dissatisfaction with working condi-
tions, etc.) Workers were characterized as retired if they said they left their 
previous job to retire. Most of the moves recorded in the HRS occurred 
among workers aged 51–60. Retirements accounted for about one-third, 
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Figure 3.19 
Percent of American Men Aged 55 to 64 Years Working Full-time Who 
Switched Jobs, and Switchers’ Wages as a Percent of Non-Switchers’ Wages, 
1983–2004
Source: Authors’ calculations based on U.S. Bureau of Labor Statistics and 
U.S. Census Bureau (1983–2004). 
Note: A “switcher” is one who no longer works for his age-50 employer.
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layoffs for about one-third, and voluntary and involuntary quits for the 
remaining third of job separations. 

Intuitively, one would think that the relationship between the reason 
for leaving a job and the workers’ subsequent wages would be as follows: 
wages would fall sharply in the case of retirement, because the purpose 
of leaving is to work less hard. The second biggest decline would occur 
in the case of layoffs, because displaced workers usually face a costly 
search process and end up in an inferior position. A smaller decline might 
occur among those who quit for personal or health reasons. Finally, one 
might expect no decline and even an increase in wages for those who quit 

Figure 3.20 
Percent of Older American Workers Who Changed Jobs, by Age and Reason for 
Separation, 1986–2004
Source: Authors’ calculations based on Johnson and Kawachi (2007).
Note: Figure refers to those workers in the Health and Retirement Study whose 
former job lasted more than 10 years. “Involuntary quit” includes leaving job 
because of relocation, poor health and disability, family or child care 
responsibilities, marriage, spouse’s preferences, personal problems, or 
dissatisfaction with work hours or length of commute.
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voluntarily, presumably to accept “better jobs” with higher compensa-
tion and/or more non-monetary rewards. The percent losing pension and 
health benefi ts would be expected to follow a similar pattern. Figure 3.21 
confi rms the expected pattern, with the exception that even those who 
quit voluntarily suffer some drop in wages. 

The conclusion that emerges from this evidence is that increased job 
mobility, like the effect of cohort crowding, will mean that the relative 
compensation of older workers will likely decline. This lower compensa-

Figure 3.21
Percent Decline in Wages and Fringe Benefits Among Older American Men Who 
Changed Jobs after 10 Years or More with Former Employer
Source: Authors’ calculations based on Johnson and Kawachi (2007).
Note: This figure shows wage and fringe benefit changes for workers whose 
former job lasted more than 10 years. Loss of pension encompasses those who 
were covered by a pension on their old job but not on their new job. Loss of 
health benefits encompasses those who were covered by health benefits on their 
old job but not on their new job.“Involuntary quit” includes leaving job because 
of relocation, poor health and disability, family or child care responsibilities, 
marriage, spouse’s preferences, personal problems, or dissatisfaction with work 
hours or length of commute.
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tion can be expected to reduce the willingness of workers to supply their 
labor at older ages. One confounding effect of this conclusion, however, 
is that laid-off workers, as well as those who quit, report signifi cant non-
pecuniary gains (Johnson and Kawachi 2007). The new jobs tend to be 
less stressful and less physically demanding than their old ones. And more 
workers report that they enjoy work. 

More Heterogeneity in Labor Supply at Older Ages
The shift to 401(k) plans and the increased mobility of older workers also 
means that in the future retirement is going to become a much messier 
process than it was in the past.44 When mandatory retirement was the 
norm, both parties knew that the employer-employee relationship would 
end at a certain age. Employers also used traditional defi ned benefi t pen-
sion plans to structure an orderly departure. No such structure exists in a 
401(k) environment. Employers face the prospect of workers with declin-
ing productivity and inadequate 401(k) balances hanging onto their jobs 
much longer than, from the employer’s standpoint, is desirable. In fact, 
employers in a recent survey employers indicated that they expect half of 
their older workers will lack the resources needed to retire at their tradi-
tional retirement age; that they expect half of these unprepared workers 
will want to remain on the job; and that the employers were lukewarm 
about retaining even half of those who will want to stay on (Munnell, 
Sass, and Aubry 2006). Employers will thus need new severance tools to 
manage an older workforce. Without such means, employers will avoid 
retaining or hiring older workers. The severance tool could be a “car-
rot,” such as a generous retirement package, or a “stick,” such as some 
form of mandatory retirement. Of course, the latter would be extremely 
controversial. But it is important to recognize that the shift away from 
employer-defi ned benefi t plans means no mechanism exists to ease the 
bulk of the baby boom into retirement. 

V. The Health of Older Workers

Intuitively, people’s health affects their ability and desire to participate 
in the labor force. Poor health can make work seem very diffi cult and 
unpleasant, leading people to withdraw from the labor force. Poor health 
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can also reduce people’s productivity, leading to lower wages, and lower 
wages reduce the incentive to work. In the last 35 years, the impact of 
health on labor force activity has become a major area of research, and 
virtually all studies show that poor health has a negative effect on the 
likelihood of remaining in the labor force, and on the expected retirement 
age, as well as hours worked and wages received.45 The question is the 
extent to which health concerns pose an obstacle to people’s ability to 
remain in the labor force longer. 

One starting point for exploring the health of older workers is to look 
at trends in life expectancy at age 50. Figure 3.22 shows life expectancy 
at age 50 for American males over the twentieth century. Interestingly, 
life expectancy at older ages rose very slowly at the beginning of the cen-
tury and then accelerated sharply toward the end of the century. In fact, 
life expectancy at age 50 was not very different in 1970 than in 1900—23 
years versus 21 years. After 1970, however, life expectancy for American 
men at age 50 took off, rising to 27 years in 2000, and is projected to 
increase to 30 years by 2030.

Although longer life spans generally imply improvements in health, 
keeping less healthy people alive could actually increase the percent of 
the population with disabilities. Thus, for a time, researchers referred to 
the “failure of success” resulting from improvements in healthcare (see 
Waidmann, Bound, and Schoenbaum 1995). Today, the notion of such an 
increase in frailty among the elderly—those aged 65 years and older—has 
been decisively rejected. In 2002, a technical working group examined 
disability trends for older Americans recorded across fi ve major national 
surveys.46 The group concluded that, when standardizing for the defi ni-
tion of disability, the time period, and the consistent inclusion or exclu-
sion of the nursing home population, all fi ve surveys showed consistent 
downward trends for two common disability measures—having diffi culty 
with daily activities and requiring help with daily activities—beginning 
in the early to mid-1990s. The evidence remained mixed for a change in 
disability rates the 1980s and for the overall trend using a third measure 
of disability—the use of help or equipment with daily activities. 

The fact that the health of older Americans has improved would lead 
one to conclude that the health of the older working-age population has 
also been getting better. But for a long time, such a conclusion was not 
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obvious. The major survey that tracked disabilities among the working-
age population—the National Health Interview Survey (NHIS)—showed 
the percent of this population with disabilities increasing from the mid-
1960s through the early 1980s; see Figure 3.23.47 Decennial census data 
also showed an increase in the fraction of both working-age men and 
women unable to work dur ing the 1970s. Skeptics of the increasing dis-
ability story contend that the trend during the 1970s may, at least in part, 
refl ect social factors such as earlier detec tion and diagnosis of chronic 
diseases and greater availability of disability insurance.48 Thus, the trend 
in the prevalence of disabilities during the 1970s remains controversial. 

Since the early to mid-1980s, however, the health of the older U.S. 
working-age population has unquestionably improved. The per cent of 
those aged 45–64 years with a disability declined through the mid-1990s, 
as shown in Figure 3.23. Between 1997 and 2004, responses to a similar 
survey question produced a more stable trend. But the general conclu-
sion emerging from the NHIS data is one of declining disability among 

Figure 3.23 
Percent of American Men Aged 45 to 64 Years with Disabilities, 1967–2004
(National Health Interview Survey)
Source: National Center for Health Statistics (1967–2004).
Note: From 2002 to 2004, the figure shows work limitations for all persons 
instead of males only.
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older working-age individuals to a level that is at least comparable to that 
in the mid-1960s. Thus, the evidence suggests that the health of older 
work ers is at least as good today as it was forty years ago. Moreover, as 
mentioned earlier, today’s jobs are much less physically demanding. As 
a result, physical limita tions should not inhibit the ability of the bulk of 
older Americans to work at least until their mid-60s. 

The same data that support the possibility of continued work for the 
bulk of the older working population also it make clear that, despite a 
positive trend, 15 to 20 percent of people in their late 50s and 60s will fi nd 
it virtually impossible to continue participating in the labor force. The 
data from the NHIS are consistent with responses from the Health and 
Retirement Study regarding the extent to which retirement was volun-
tary. As shown in Figure 3.24, 35 percent of those Americans who retired 
between 1992 and 2002 claimed that their retirement was involuntary, 
with 18 percent citing poor health as the reason for leaving the work-
force. Moreover, many of those people who need to work longer—particu-

Figure 3.24 
American Workers’ Reasons for Retiring, 1992–2002
Source: Authors’ calculations based on University of Michigan (1992–2002).
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larly low-wage workers dependent on Social Security for the bulk of their 
retirement income—are precisely the same individuals who have physi-
cally onerous jobs that stress their health, and who lack educa tion, which 
has been shown to be important in managing their medical care. Thus, the 
“working longer prescription” must be administered with care, as some 
older Americans will simply be unable to adhere to this protocol. 

VI. Obstacles to the Labor Force Participation of Older American 
Workers 

At least two major obstacles might hinder older workers from offering 
their services in the coming years and decades. The fi rst is the availability 
of Social Security benefi ts at age 62. The second is the fact that employ-
ment seems to be an “all or nothing” full-time proposition, with rela-
tively little room for gradually reducing hours or working part-time. 

Social Security’s Earliest Age of Eligibility
Social Security offers retirement benefi ts at 62 years of age. The early 
retirement benefi ts are actuarially reduced, and the reduction is designed 
to be “age-neutral.” That is, two people with average life expectancy—
one who claims benefi ts at 62, the other at 65—receive equal lifetime 
Social Security benefi ts.49 Despite the actuarial reduction, the vast major-
ity of American workers continue to claim Social Security benefi ts well 
before reaching age 65. In 2004, 59 percent of women and 54 percent of 
men claimed benefi ts at age 62; see Figure 3.25. The claiming of benefi ts 
coincides with the average retirement age, which is now 63 years for men 
and 62 years for women.50 

Social Security’s retirement age for full benefi ts is scheduled to increase 
from 65 to 67 years by 2022.51 But under current law, the EEA remains 
unchanged at 62. Raising the full retirement age, however, will increase 
the actuarial reduction for claiming benefi ts at age 62 from 20 percent 
to 30 percent. But people’s claiming behavior and retirement decisions 
appear more sensitive to the availability of benefi ts than to benefi t 
amounts, so age 62 may well remain an important retirement benchmark 
for many Americans.52 
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Raising the EEA to 64 would likely encourage people to work longer 
by removing the opportunity to get benefi ts earlier. But this proposal 
is controversial. First, without instituting any other changes, raising the 
EEA has virtually no impact on the system’s long-term fi nances. Any addi-
tional work effort brings in some additional payroll tax revenues, but 
the fact that the benefi ts were actuarially reduced means virtually no net 
savings.53 Second, as discussed above, a signifi cant fraction of Americans 
will be unable to work past age 62, either because they are in poor health, 
because their jobs are physically demanding, or because they have expe-
rienced job displacement later in life, and cannot fi nd work at their age.54 
Therefore raising the EEA would inevitably involve some expansion of 
the disability program for older workers or some similar accommoda-
tion. Another problem is that a higher EEA would reduce lifetime Social 
Security wealth for those with lower-than-average life expectancies. Since 
African-Americans and low-wage workers have lower-than-average life 
expectancies, a higher EEA might be considered unfair to these groups. 

Figure 3.25 
Age Distribution of Initial Receipt of Social Security Benefits, 2004
Source: U.S. Social Security Administration (2006) and authors’ calculations.
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So raising the EEA might need to be part of a larger reform package 
which includes provisions that offset such losses to particular groups.

Raising the EEA, however, seems like an essential step to ensure that 
older adults continue to participate in the labor force. Moreover, rais-
ing this offi cial age may not only increase the willingness of workers 
to supply their labor but may also enhance the willingness of employ-
ers to retain and hire older workers. A recent survey asked fi rms about 
the impact of various characteristics that affect their evaluation of older 
workers. A major negative factor was the perception that older work-
ers will be on the job for only a short time. To the extent that the likely 
departure date can be pushed out, employers will be more willing to hire, 
train, and promote older workers. 

Firms’ Resistance to Part-Time Employment 
Another hurdle to the continued employment of older workers is that 
they consistently report wanting to work part-time. For example, a study 
based on the Health and Retirement Study reports that 56 percent of 
respondents aged 55 to 65 years in 1996 said they would prefer to gradu-
ally reduce their hours as they age (U.S. General Accounting Offi ce 2001). 
Consistent with this fi nding, older self-employed people tend to reduce 
their work hours as they approach retirement. But few older workers 
have part-time positions, and part-time employment does not appear to 
be increasing; see Figure 3.26.

Currently, part-time employment is concentrated in small business 
establishments and in fi rms in the service sector (Montgomery 1988). 
This remains true even after controlling for other factors that would 
affect labor demand, such as wages, fringe benefi ts, seasonal fl uctuations 
in demand, and hiring costs. It is not exactly clear why this is the case. 
Large fi rms might avoid hiring part-time workers because such workers 
tend to have higher turnover rates than full-time employees (Tilly 1991). 
Part-time work might be more common in the service sector because 
it is labor intensive and is subject to large fl uctuations in demand, and 
because employers fi nd it is easier to manage these fl uctuations by using 
part-time workers. While all these theories are plausible, these explana-
tions have not been supported by rigorous empirical studies (Hutchens 
2001). Without an increase in the availability of part-time employment, 
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however, many older adults may be unwilling to keep working. A recent 
study estimates that increased fl exibility in work schedules would double 
the number of people entering partial retirement (Gustman and Stein-
meier 2007). 

In short, despite the need to build up their stock of retirement wealth, 
older workers may fi nd the lack of part-time work opportunities and the 
availability of Social Security benefi ts at age 62 too tempting to pass up, 
and continue to retire early. And not all older people can remain in the 
workforce into their mid- to late-60s. Some have health problems or have 
been laid off and are unable to fi nd another job, while others see contin-
ued employment as simply too onerous. 

VI. Conclusion

Greater labor force participation by older U.S. workers would make an 
important contribution to national output, increase tax revenues, and 
dramatically improve retirement income security. Some indication that 
people might be willing to work longer comes from the fact that the cen-
tury-long downward trend in the labor force participation of older men 

Figure 3.26 
Percent of U.S. Workers Aged 55 to 70 Years Employed Part-Time, 1980–2004
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau (1981–2004).
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has clearly ceased, and their participation has actually been rising since 
the mid-1990s. The question is whether this upward trend in older men’s 
workforce participation will continue. 

Going forward, some key changes in the nation’s retirement income 
system should encourage greater labor force participation by older work-
ers. The share of pre-retirement earnings Social Security will replace at 
any claiming age is falling. Given rising longevity and the meager bal-
ances in the now dominant 401(k) accounts, the replacement income pro-
vided by employer plans, for retirement at any given age, is also likely to 
fall. The “income effect” of such reductions should increase labor force 
participation. In addition, the shift to 401(k)s and changes in the Social 
Security program that have essentially eliminated the subsidies for taking 
early retirement and penalties for taking later retirement should also raise 
participation rates. The “substitution effect” of these changes is to raise 
the cost of retirement relative to work to its actuarially appropriate level. 
Moreover, jobs in today’s economy are less physically demanding, and 
today’s older people are healthier than earlier cohorts. 

Impediments still remain, however, to the continued employment of 
older workers. The most important obstacle is the availability of Social 
Security benefi ts at age 62. Even today, with the elimination of the earn-
ings test after the Full Retirement Age and an actuarially fair Delayed 
Retirement Credit, the majority of U.S. workers continue to claim their 
benefi ts as soon as they are eligible to do so. Another important factor 
is the decline in career employment, with the majority of older workers 
now needing to negotiate the vagaries of the labor market if they are to 
work into their mid- to late-60s. Enduring extended and diffi cult job 
searches, as well as confronting the prospect of only earning low wages, 
may cause many older workers to simply give up and exit the workforce. 
Moreover, older people have a strong preference for part-time jobs and 
fl exible work schedules, desires which, to date, many employers have 
been reluctant to accommodate. Finally, 15 percent to 20 percent of older 
people are probably not healthy enough to work beyond age 62. 

What’s the bottom line? Today, approximately 70 percent of American 
men aged 55–64 years are in the labor force, up from a low of 66 per-
cent in the mid-1990s. Given the contraction of the retirement income 
system, labor force participation for this group is unlikely to start head-
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ing back down. Will it continue to increase? In 1960, before men could 
claim Social Security benefi ts at age 62, before the enactment of Medicare 
and signifi cant increases in Social Security replacement rates, and before 
employer pensions became a widespread source of retirement income, 87 
percent of men aged 55–64 years were in the labor force. We are unlikely 
to see this high level again, given the increase in household wealth, some 
of which people want to spend on more leisure at the end of their work 
life, and the availability of Social Security benefi ts at age 62. Our best 
guess is that by 2030, without a signifi cant change, such as an increase 
in Social Security’s Earliest Eligibility Age, labor force participation rates 
for men 55–64 years may be 75 percent—up fi ve percentage points from 
today’s levels. This number is higher than the Bureau of Labor Statistics 
projection of 69 percent, as shown in Figure 3.27.

About 28 percent of American men aged 65–74 years are in the labor 
force today. Again, this percentage is unlikely to decline. Here, the 1960 
level of almost 40 percent is a relevant benchmark for comparison. Again, 
some additional participation is likely to occur by 2030, but not to levels 

Figure 3.27 
Older American Men’s Actual Labor Force Participation Rates, 1962–2006, with 
Projection to 2030
Source: U.S. Bureau of Labor Statistics and U.S. Census Bureau (1980–2006) and 
U.S. Bureau of Labor Statistics (2007).
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seen in the 1960s. On balance, the employment of older workers in the 
United States will likely rise, but fall well short of levels seen in 1960. 
Without changes that produce a further increase in participation rates, 
and raise the average retirement age to 66 or even 67 years, Americans 
are likely to see a signifi cant drop in living standards in retirement. 

� The authors would like to thank Jerilyn Libby for excellent research 
assistance on this project.

1. Under legislation enacted in 1983, the increase in the Full Retirement Age 
began with those born in 1938, and turning 62 in 2000, and will be fully phased 
in for those born in 1960, and turning age 62 in 2022.

2. The premium for Medicare Part B is projected to increase from 9 percent of 
the average Social Security benefi t in 2006 to 11 percent in 2030. 

3. The pension coverage data discussed above apply only to individual work-
ers at any given point in time. Over a lifetime and on a household, rather than 
an individual basis, coverage rates are somewhat higher. For households with 
two adults aged 55–64 years, the 2001 Survey of Consumer Finances shows that 
approximately 65 percent of households had some sort of pension coverage in 
2001. Pension coverage is much more extensive for high-income households.

4. The annuity might provide a dollar amount per month for each year of service, 
say $50—so workers with 20 years of service would receive $1,000 per month 
at age 65. The benefi t could also be a percentage of fi nal salary for each year of 
service, say 1.5 percent; so workers with 20 years would receive 30 percent (20 
years at 1.5 percent) of fi nal salary for as long as they live. The employer fi nances 
these benefi ts by making pre-tax contributions into a pension fund; the company 
holds the assets in trust, directs the investments, and bears the risk. The Pension 
Benefi t Guaranty Corporation (PBGC) insures pension benefi ts up to specifi ed 
limits. The PBGC monthly guarantee limit in 2007 is $4,125 at age 65 years, and 
declines to $1,856 at age 55. Employers pay for this insurance with premiums 
largely determined by the plan’s funding status.

5. For a 401(k), generally the employee, and often the employer, contributes 
a specifi ed percentage of earnings into the account. These contributions are 
invested, usually at the direction of the employee, mostly in mutual funds con-
sisting of stocks and bonds. Upon termination of employment or retirement, the 
worker generally receives the balance as a lump sum, albeit with the option to 
roll it over to an IRA.

6. This amount includes Individual Retirement Account (IRA) balances, because 
most of the money in IRAs is rolled over from 401(k) plans after an employer 
leaves a job. For further details, see Munnell and Sundén (2006). 

7. In 401(k) plans, workers must decide whether or not to join the plan, how 
much to contribute, how to invest the assets, when to re-balance, what to do 
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about company stock, whether to roll over accumulations when changing jobs, 
and how to withdraw the money at retirement. The evidence indicates that a 
signifi cant fraction of participants make serious mistakes at every step along the 
way. A quarter of those eligible to participate in 401(k) plans choose not to do 
so. Over half of those that do participate fail to diversify their investments. Many 
over-invest in company stock. Almost no participants re-balance their portfolios 
as they age or in response to market returns. Most importantly, many cash out 
these accounts when they change jobs, rather than rolling them over to another 
401(k) or IRA, and very few annuitize these accounts at retirement to guarantee 
a lifetime income stream. The basic problem is that for most individuals, making 
their own fi nancial decisions is diffi cult. Most participants lack suffi cient fi nan-
cial experience, training, or time to fi gure out what to do, and the end result is 
often a signifi cant shortfall in their retirement savings. 

8. Penner and Johnson (2006) estimate that rising healthcare costs and the taxes 
required to cover these costs in retirement will require a moderate-income couple 
to work an additional 2.5 years, under the scenario assuming higher healthcare 
costs and higher tax burdens, to receive as much income in the fi rst year of retire-
ment—net of taxes and out-of-pocket health spending—as they would receive 
under the low-cost scenario of more moderate healthcare costs and future taxes. 

9. In addition to addressing the fi nancial issue, working longer appears to help 
individuals maintain their overall physical and mental well-being (see Calvo 
2006). 

10. Similarly, Butrica, Johnson, Smith, and Steuerle (2006) concluded that many 
people could increase their consumption by more than 25 percent at older ages 
simply by retiring at age 67 instead of age 62. 

11. A 1570 census of the poor, in Norwich, England, thus found three widows, 
aged 74, 79 and 82 years, “almost past work” but still earning a small income 
from spinning. Estates left by the elderly in colonial America often included tools 
used in less strenuous trades, such as tailoring, spinning, shoemaking, and weav-
ing. And well into the nineteenth century, about half of all 80-year-old men in 
America still worked (Thane 2000). 

12. The Census measured the “gainful employment rate” until 1940 and then 
the labor force participation rate, defi ned as the percentage of the adult popula-
tion working or actively looking for work. 

13. See Graebner (1980).

14. Life expectancy at age 20 for men in 1900 was 44 years, compared to 59 
years in 2000 (U.S. Social Security Administration). Also see Lee (2001) for the 
rapid rise in the expected length of retirement of workers entering the labor force 
between 1850 and 1990. 

15. Favorable tax provisions had a limited effect on employer-provided pension 
coverage before World War II, as less than 10 percent of the adult population 
typically paid income tax. But the postwar growth of mass income taxation made 
pensions far less costly to employers and workers, and thus encouraged their 
spread. 
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16. Using evidence from the coal boom and bust, the collapse of the steel industry, 
and the general decline in manufacturing, Black and Liang (2005) conclude that 
the individual retirement decision is sensitive to prevailing economic conditions. 
This response most likely refl ects elements of both labor supply and demand. 

17. For example, suppose a person will live for 20 years and is entitled to a pen-
sion of $15,000 at age 65; lifetime benefi ts will equal $300,000 (20 × $15,000). 
To keep lifetime benefi ts actuarially constant, if that employee retired at 55, and 
was expected to live until age 85, his annual benefi t should be only $10,000 per 
year (30 × $10,000 = $300,000). But traditional defi ned benefi t plans typically 
provide far more because they use an actuarial reduction that is smaller than the 
full reduction. For instance, these plans might pay, say, $12,000 at age 55, which 
means that the worker in this example who retires at 55 would receive $360,000 
(30 × $12,0000), substantially more in lifetime pension benefi ts than if he were 
to retire at 65. This exercise is actually somewhat more complicated because the 
employee adds to his pension if he continues to work, but the general example 
illustrates our main point. 

18. Often, working beyond the plan’s normal retirement age results in negative 
pension accruals. The law requires that the wage increases of those who work 
beyond the plan’s normal retirement age be refl ected in higher retirement ben-
efi ts. But the law does not prevent fi rms from capping the years of service used to 
calculate benefi ts; nor does it require fi rms to provide actuarially fair adjustments 
for the fact that longer-working participants will receive benefi ts for fewer years 
(McGill et. al. 1996).

19. The change was made primarily to help younger widows and to allow wives, 
who were presumed to be two to three years younger than their husbands, to 
claim benefi ts at the same time as their husbands. Since it seemed unfair to require 
women workers to wait until a later age to receive benefi ts than mandated for 
non-working women, the EEA was introduced for all women. See Congressional 
Budget Offi ce (1999). 

20. In addition, Blau (1998) concludes that the availability of Social Security 
benefi ts is very important to the retirement decision, while changes in Social Secu-
rity benefi ts over time have been considerably less important to this decision. On 
the other hand, Gruber (2000) found a sizable labor supply response to the level 
of disability benefi ts when comparing labor force participation in the Quebec 
system and in the rest of Canada, where disability benefi ts were increased. 

21. For more details on recent trends, see Purcell (2005).

22. Under current law, individuals with less than $25,000 and married couples 
with less than $32,000 of “combined income” do not have to pay taxes on their 
Social Security benefi ts. (Combined income is adjusted gross income as reported 
on tax forms, plus nontaxable interest income, plus one-half of Social Security 
benefi ts.) Above those thresholds, recipients must pay taxes on either 50 or 85 
percent of their benefi ts. Individuals must pay tax on 50 percent of their benefi ts 
if their “combined income” is between $25,000 and $34,000, and on 85 per-
cent if above $34,000. A couple must pay tax on 50 percent of their benefi ts if 
their “combined income” is between $32,000 and $44,000, and on 85 percent if 
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above $44,000. (Committee on Ways and Means, U.S. House of Representatives 
2000). 

23. Benefi ts were cut a bit more than 1 percent per year until reaching a 6.7 
percent cut for the cohorts turning 62 in between 2005 and 2017; the benefi t 
cuts then resume and reach the full 13.4 percent reduction for cohorts turning 
62 in 2022 and after. This full reduction will affect those cohorts born in 1960 
and thereafter.

24. Prior to the introduction of early retirement, the earnings test was a tax, in 
that benefi ts lost in one year did not produce a benefi t gain in later years. 

25. Coile and Gruber (2000) note that in a context where workers make their 
retirement decisions based on the full future stream of Social Security benefi ts, 
raising the Delayed Retirement Credit could have a larger effect than raising the 
Full Retirement Age. Changing the Full Retirement Age has both an income effect 
that encourages work and a substitution effect that discourages work (via lower 
Social Security benefi t accruals); but a change in the Delayed Retirement Credit 
has only a positive “substitution” effect that encourages work until age 65; after 
age 65, it has both an income effect (via the increase in Social Security wealth) 
that discourages continued work and a “substitution effect” that rewards work 
(via higher Social Security benefi t accruals). Before age 65, their study shows that 
raising the Delayed Retirement Credit from 5 percent to 8 percent would increase 
labor force participation at age 65 by four percentage points. 

26. Some researchers (see Eschtruth and Gemus 2002; Cahill, Giandrea, and 
Quinn 2006) suggest that those workers covered by defi ned contribution plans 
are sensitive to fl uctuations in the stock market, and that the 2001 collapse of 
the stock market might explain why the labor force participation rate for older 
workers (aged 55–64 years) jumped 2 percentage points between early 2000 and 
2002. This was an unprecedented increase that occurred during a recession, when 
labor force participation usually declines. This result would be consistent with 
studies by Gustman and Steinmeier (2002) and Coronado and Perozek (2003), 
which found that the unexpected positive shocks to wealth as a result of the stock 
market boom of the 1990s led to some additional retirement. Other researchers 
(Coile and Levine 2006) argue that few households had substantial stock hold-
ings in this same period, and if workers were indeed so sensitive to stock market 
fl uctuations, their labor force participation should have dropped as the market 
recovered, a decrease which did not happen. 

27. In cash-balance plans, as in traditional defi ned benefi t plans, the employer 
makes the contributions, owns the assets, selects the investments, and bears the 
risk. The Pension Benefi t Guaranty Corporation also insures the benefi ts. To the 
employee, however, cash balance plans look very much like defi ned contribution 
plans. The employer typically contributes 4 or 5 percent of the worker’s pay to a 
“notional” account, and provides an interest credit on the balances. Employees 
receive regular statements and generally withdraw the balance as a lump sum 
when they retire or terminate employment. Since these plans are not backloaded, 
employees suffer no loss in benefi ts as they move from job to job, and therefore 
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these plans would not be expected to affect worker mobility. Bank of America 
created the fi rst cash balance plan in 1985, and by 2003 these plans covered 22 
percent of all U.S. employees and 26 percent of all assets in defi ned benefi t plans 
(see Buessing and Soto 2006). Since 2003, extensive litigation has brought the 
expansion of cash balance plans to a virtual halt. However, the Pension Protec-
tion Act of 2006 clarifi ed the legality of converting defi ned benefi t plans to cash 
balance form, and this might prompt renewed interest among employers in con-
verting defi ned benefi t plans to cash balance plans. 

28. Coronado and Copeland (2003) offer another perspective on the reasons for 
the shift to cash balance plans. They contend that these conversions occurred in 
competitive industries with tight labor markets, and were done largely to improve 
compensation for a more mobile workforce. 

29. Massachusetts Offi ce of the Governor (2001).

30. The share of men aged 55 to 60 years in a job that requires “lots of physical 
effort none or almost none of the time” increased from 31 percent to 38 percent 
between 1992 and 2002 (see Johnson 2004a). 

31. Blau (1998), using the Retirement History Survey, found that among 30 to 
40 percent of married couples, the spouses left the labor force within a year of 
each other. Hurd (1990), using the Social Security Administration’s New Benefi t 
Survey, estimated that among one-quarter of couples, the husband and wives 
retired within one year of each other. Johnson and Favreault (2001), looking at 
married couples in the 1998 wave of the Health and Retirement Study, calculated 
that between 22 and 40 percent of husbands and wives retired within two years 
of each other. These studies show that spouses tend to retire at the same time, 
generally because they want to spend time together. See also Johnson (2004b). 

32. Indeed, a recent study (Lahey, Kim, and Newman, 2006) found that retir-
ees who returned to work were no less fi nancially prepared for retirement than 
were their counterparts who remained retired. Instead, the infl uential factors 
for returning to work were the availability of health insurance, whether or not 
the initial retirement decision was voluntary, and the degree of satisfaction with 
retirement. Maestas (2005), using the Health and Retirement Study, also con-
cluded that fi nancial pressures were not the reason for “un-retirement.” 

33. A recent study (Mermin, Johnson and Murphy 2006), using the Health and 
Retirement Study, reported a signifi cant 4 percentage point increase between 
1992 and 2004 in the expected probability among workers aged 51 to 56 years 
staying employed full-time past age 62, from 47 to 51 percent, and a similar 
increase in the probability of staying employed full-time past 65, from 27 to 
33 percent. Controlling for other factors, self-employment, more education, and 
previous higher earnings increased work expectations, while defi ned benefi t pen-
sion coverage, employer-sponsored retiree health benefi ts, and household wealth 
reduced expectations that older adults would remain in the workforce. 

34. Costa (1998) cautioned researchers not to put too much emphasis on the 
recent uptick in labor force participation of older workers. As long as retirement 
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remains an attractive option and incomes continue to rise, people will want to use 
at least some of their increased wealth for retirement. The question is whether—
even if income during people’s working years continues to rise—the prospective 
decline in retirement income could provide the impetus for continued work. 

35. The Current Population Survey (CPS) has asked respondents about job 
tenure since 1973. Specifi cally, CPS tenure supplements are available for 1973, 
1978, 1981, 1983, 1987, 1991, 1996, 1998, 2000, 2002, and 2004. All data are 
from the Workplace Topics I (January/February) supplements, although the 1973 
tenure data are from the displaced worker supplement. The job tenure ques-
tion changes slightly over the period. In 1973, 1978, and 1981, the question 
refers to time spent working at the present job or business, while for 1983 and 
later the question refers to working “continuously” for the respondent’s present 
employer. If respondents in the earlier surveys experienced temporary separations 
from their employer, their responses will make them look like they have more job 
tenure than they actually had. Since other researchers do not view this as a signifi -
cant problem and make no adjustment, the raw median tenure data for employed 
males are presented in Figure 3.11.

36. See Allen, Clark, and McDermed (1988). Gustman and Steinmeier (1993) 
emphasize how small pension wealth is early in a worker’s career, and argue that 
the main impact of defi ned benefi t pensions would be to deter mobility for long-
tenured workers. 

37. Specifi cally, for each survey it is possible to identify those working full-time 
at age 55, 60, and so on who are still with the same employer they worked for 
at age 50. Mechanically, this exercise involves simply asking, say, the 55-year-old 
full-time worker, how long he has been with his current employer. If the response 
is fi ve years or more, the worker is classifi ed as working with his age-50 employer. 
The number working for their age-50 employer are then divided by total workers 
in these age groups to get the proportion in what used to be the typical pattern of 
employment for older workers.

38. The survey asks workers whether they lost their job for one of the following 
reasons: their plant or company closed down or moved; their company had insuf-
fi cient work; their position or shift was eliminated; a seasonal job was completed; 
a self-operated business failed; other reason. These data do not include all job 
losses within the economy, because the survey collects and reports information 
on only one job loss for each individual and the distinction between layoffs and 
voluntary quits is not always clear. Nevertheless, this survey can be used to deter-
mine whether older workers are becoming more or less vulnerable to involuntary 
job displacement.

39. The analysis is limited to displacement because of plant closures, positions 
abolished, or slack demand for work. Using a more detailed set of 56 industry 
dummy variables instead of the set of private goods sector, private service sector, 
and public sector dummy variables had little effect on the coeffi cient estimates 
and standard errors for all other explanatory variables in the regressions.
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40. As in earlier studies, women, married people, and those working full time 
have a low probability of being displaced, and race appears to have no impact 
on this probability. Private sector workers in goods-producing industries have a 
higher probability of being displaced than those in private sector service indus-
tries. In contrast, public sector employees have a much lower likelihood of being 
displaced than their private sector counterparts. 

41. Over the 1996-2004 Displaced Worker Surveys, displacement rates averaged 
15.9 percent for those workers with 0–1 years of tenure; 11.3 percent with those 
with 1–4 years; 5.5 percent for those with 5–9 years; and 4.0 percent for those 
with 10 or more years of tenure. 

42. A study by Freeman (1979) reached similar conclusions. 

43. Benitez-Silva (2002) explores the factors that lead older workers to engage in 
job search activities. The author fi nds that previous work attachment and health 
limitations are key factors in explaining the different job search behavior of both 
non-employed and employed individuals. 

44. Refl ecting this heterogeneity, a recent survey by Vanguard identifi ed six different 
pathways to retirement. See Ameriks, Fergusson, Madamba, and Utkus (2007).

45. For a survey of the literature, see Currie and Madrian (1999); an update can 
be found in Deschryvere (2005).

46. See Freedman et al. (2004). The fi ve surveys included the Health and 
Retirement Study (HRS), the Medicare Current Benefi ciary Survey (MCBS), the 
National Health Interview Survey (NHIS), the National Long Term Care Survey 
(NLTCS), and the Supplements on Aging (SOAs). 

47. The NHIS is an annual cross-sectional survey of 100,000 non-institutional-
ized civilians conducted by the National Center for Health Statistics. Unfortu-
nately, the survey questions have been revised every 10 to 15 years, making it 
impossible to construct a series over a long period of time. Nevertheless, con-
sistent data are available from 1967–1982, 1983–1996, and 1997–2004. For the 
period 1983–1996, the survey asked “Does any impairment or health problem 
now keep [the person] from working at a job or business? Is [the person] limited 
in the kind or amount of work [the per son] can do because of any impairment?” 
A person who answers “yes” to either question is considered to have a disability 
that poses a work limitation.

48. See Waidmann, Bound, and Schoenbaum (1995). 

49. More specifi cally, benefi ts are reduced by fi ve-ninths of one percent for 
each month these are received prior to the Full Retirement Age (FRA), up to 
36 months, and fi ve-twelfths of one percent for each month thereafter. This is 
equivalent to a 6.67 percent reduction for the fi rst three years prior to the FRA 
and 5 percent thereafter. With an FRA of age 65, a person who claims benefi ts 
at 62 years receives monthly benefi ts 20 percent lower than the full amount. The 
scheduled increase in the FRA from age 65 to 67 raises the actuarial reduction for 
claiming benefi ts at age 62 from 20 percent to 30 percent. 
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50. The average retirement age is defi ned as the age at which 50 percent of the 
birth-year cohort is out of the labor force.

51. The increase began with individuals born in 1938, for whom the FRA is 65 
years plus two months, and increases two months per year until it reaches 66 
years. Then, after a 12-year hiatus, the FRA again increases by two months per 
year until it reaches 67 years for individuals born in 1960 or later. 

52. Studies showing that the availability of benefi ts has the major effect on retire-
ment include Burtless and Moffi tt (1984), Hurd (1990), and Gruber and Wise 
(1998). In a study of 12 countries, Gruber and Wise (2002) conclude that averag-
ing across all countries, a reform that delayed the benefi t eligibility by three years 
would likely reduce the proportion of men aged 56–65 years staying out of the 
labor force by 23 and would be closer to 36 percent in the long run.

53. However, an increase in the EEA could help set the stage for future increases 
in the full retirement age, one option for maintaining the solvency of the 
Social Security program. An EEA of 62 years makes any additional increase in the 
FRA highly unlikely, since a higher FRA would produce an even steeper reduc-
tion in benefi ts at age 62. A higher EEA, by signaling that retiring in one’s early 
60s is no longer economically feasible, could prepare the way to raise the FRA 
beyond age 67.

54. Similarly, a recent survey by Prudential Financial of a nationally representa-
tive sample of retired Americans found that 38 percent of them claimed that they 
had retired involuntarily. 
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Comments on “The Labor Supply of Older 
American Men” by Alicia H. Munnell and 
Steven A. Sass

Robert Hutchens

The paper by Alicia Munnell and Steven Sass seeks to fi rst examine trends 
in labor force activity of older men in the United States, and then inquire 
into the economic forces that shape those trends. Of particular interest 
is whether the recent increase in the labor force activity of older men is 
likely to continue into the future. 

There are at least two important reasons why we need to understand 
these trends. First, these trends are likely to infl uence government tax and 
transfer policies toward older Americans over the next several years. To 
illustrate the stakes, consider two scenarios. 

Scenario A: Despite reductions in real Social Security benefi ts, older 
Americans can easily fi nd jobs and replace any lost Social Security 
income with wage and salary income. Reduced Social Security benefi ts 
cause no increased hardship beyond foregone leisure time. 

Scenario B: Many older Americans are unable to fi nd jobs or are physi-
cally incapable of working. A reduction in real Social Security benefi ts 
casts large numbers of older Americans into poverty. 

If scenario A is closer to the truth than scenario B, then arguably it would 
be easier to solve the Social Security fi nancing problem by reducing Social 
Security retirement benefi ts—for example, by eliminating the age 62 early 
retirement benefi t. As such, it is important that we understand how easily 
older Americans can increase their labor supply. 

A second reason why the issues addressed in this paper are important 
concerns the quantity and quality of labor that will be supplied to the U.S. 
economy in the future. Over the next two or three decades, the baby boom 
generation will withdraw from the labor force, and they will be replaced 
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by comparatively small cohorts of young workers. At the same time, we 
are likely to see continued demand for skilled workers. This is at least 
part of the reason for the increased real wages at the upper deciles of the 
earnings distribution over the last three decades. An interesting question is 
whether older workers will help shore up the supply of skilled workers. 

Munnell and Sass begin by noting that for American males over age 55 
years, there has been a century-long decline in labor force activity, shown 
as Figure 3.8 in the paper. In a sense that decline is surprising. Over the 
twentieth century both life expectancy and health levels have arguably 
improved; one would think that with longer and healthier lives we would 
spend more time in the labor market. Of course, the explanation is that 
the wealth of the nation has continued to grow. That trend, combined 
with the availability of retirement income in the form of Social Secu-
rity benefi ts and employer-provided pension plans, has made it possible 
for older people to withdraw from the labor force. But now comes the 
real surprise: despite our growing wealth, since the mid-1980s, the trend 
toward decreasing labor force activity has turned around and started 
going the other way. This is illustrated in Figures 3.8, 3.9, and 3.10 in 
Munnell and Sass’s paper. 

The paper does a nice job of discussing several explanations for this 
turnaround. It gives, however, special prominence to changes in employer-
provided pensions (the well-documented steady decline in defi ned ben-
efi t plans and the rise of defi ned contribution pensions), and in Social 
Security, particularly, the partial elimination of the earnings test and the 
increase in the delayed retirement credit. 

The paper also discusses several other labor market phenomena that 
occurred at roughly the same time as the turnaround in labor force par-
ticipation; in particular: 

1. A decline in median job tenure at older ages (see their Figures 3.12 
and 3.13). 

2. An increase in job displacements (roughly speaking, job losses other 
than voluntary quits) at older ages (see Figures 3.15 and 3.16). 

3. A hypothesized decline in the compensation of older workers
4. Improved health and greater longevity of the older population. 

The bottom line is that Munnell and Sass expect labor force participa-
tion of older men to continue to increase (Figure 3.27). They forecast 
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this in large part because of the predicted contractions in the retirement 
income system. They quite cogently argue that under current law, Social 
Security replacement rates will fall over the next few decades, while 
employer-provided pensions are unlikely to offer a suffi cient alternative 
source of income. Thus, Munnell and Sass predict that more older people 
will be working in order to augment a meager retirement income from 
pensions and Social Security. 

I like this paper for several reasons. First, it takes a long-run perspective. 
This view is very useful in that it helps make clear that the turnaround 
in older male labor force participation in the 1980s is not particularly 
important in terms of its magnitude. Rather it is important because we 
have not seen anything like this in more than a century. This fi nding helps 
focus attention on the forces underlying the turnaround. 

Second, I like the authors’ agnostic view of what caused the turn-
around. They give us several possible explanations, and choose their 
preferred explanation, changes in Social Security and pension plans. But 
they also make clear that the literature is not at the point where we can 
confi dently say what actually caused the turnaround in the labor force 
participation of older American men.

Third, I like the way the paper brings together several different trends: 
in particular, employment trends, trends in job tenure, trends in displace-
ment, and trends in health. There is an interesting breadth to the paper. 

Finally, I like all the footnotes. We get 54 footnotes in 27 pages, and 
these are well worth spending time on. There are lots of interesting points 
about data and what—at least to me—are rather obscure nooks and cran-
nies in the literature. 

Let me raise two questions that struck me in reading the paper. 
First, what types of older men have been increasing their labor force par-

ticipation, and what types are particularly likely to do so in the future? 
I wish the paper said more about the skill level of the groups that 

have played a major role in the post-1985 reversal in the labor force 
participation trends. For example, what does Figure 3.9 look like when 
drawn for college graduates? What about men who never went beyond a 
high school education? Do we see the same turnaround for different skill 
groups? It would be especially nice to do this analysis by deciles in the 
earnings distribution. But an analysis of labor force participation trends 
by educational category should give us the basic facts. 
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In particular, it would be interesting if the turnaround was occurring 
among men with at least a four-year college degree. Given the rapid rise 
in educational attainment of older cohorts, that would suggest a rap-
idly increasing relative demand for well-educated older workers. Perhaps 
such workers are presently helping to address a vital labor supply need 
in the U.S. economy?

The point is arguably more important regarding how these trends may 
play out in the future. Are the predicted increases in Figure 3.27 different 
by skill level? If the driving force behind the predicted increase in labor 
force participation is a contracting retirement system, meaning reduc-
tions in Social Security benefi ts and employer-provided pensions, then 
does that imply particularly large increases in labor force participation 
at lower skill and wage levels? The answer will be important because it 
is related to the future quality of the labor force. Looking at trends in 
the U.S. earnings distribution, I see little reason to think that the United 
States needs more low-skilled workers. Moreover, this goes back to the 
issue of hardship in retirement. If low-skilled older people increase their 
labor supply, how much can they earn to augment their income and 
retirement savings? Are we perhaps talking about older people who will 
join the ranks of the working poor? 

My second question is, how will employers respond to increased labor 
force participation of older people? 

It is not hard to believe that if the supply of older workers expands, 
then most will fi nd jobs. Demand curves slope downward, wages adjust, 
and in the long run most older people who seek work will be able to fi nd 
it. To my mind, the puzzle concerns the kind of jobs those older people 
will end up doing. In particular, there are two ways that this expan-
sion in supply can occur. First, older people can delay taking retirement 
while remaining in a long-term career job. Second, they can leave those 
long-term jobs and take new jobs—presumably short-term “spot mar-
ket” jobs. As a group of people from a Federal Reserve Bank can well 
understand, some expansions are better than others. From a social point 
of view, I would argue that the fi rst type of expansion is better. If your 
long-term job was the highest and best use of your labor when you were 
50, then that will probably still be the case at age 60 or 70. A person is 
probably more productive by continuing in that job than in taking a new 
job. Moreover, by staying in the long-term job, specifi c human capital is 
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preserved as are professional and personal friendship and social support 
networks. Finally, by staying in the long-term job, the person is staying 
out of the market for new jobs; a growing literature indicates that older 
workers can have real diffi culty fi nding new jobs that match their skill 
sets. 

Of course, it will not always be the case that staying in the long-term job 
is desirable or even possible. My point is only that to the extent that both 
employers and employees benefi t from workers continuing in the long-
term career job, then from a social point of view that is a good thing. 

There are many ways that an older worker could delay retirement 
while remaining in a long-term career job. Suppose the person prefers to 
cut back on hours. In that case, it is not necessary to change employers. 
Rather, a phased retirement could be arranged whereby the worker stays 
with the current employer but shifts to shorter hours. Another example is 
something like a job bank – whereby retirees are called back during peri-
ods of peak demand. Frito-Lay has done this with delivery truck drivers. 
All indications are, however, that such arrangements are quite rare.1 

Is the predicted expansion in employment of older workers likely to 
take the form of delayed retirement while staying with the long-term 
career job? This paper provides good reason for doubt that the trend 
will play out in this manner. Looking at the older male labor market 
after 1980, what we learn is that (a) the fraction of men who remain in 
the jobs they held at age 50 decreased much more rapidly today than in 
the 1980s; see Figure 3.13. Moreover, (b) that change is partly because 
of a higher probability of displacement today than in the 1980s. Finally, 
(c) it is likely that this increase in job mobility is associated with reduced 
compensation for older workers. These reasons do not describe a labor 
market where people are delaying retirement by staying longer in a well-
established career job. 

I think this issue could be nailed down a bit more. As indicated in their 
Figure 3.13, one can compute the number of workers who are aged 50 years
and over and who have remained at the same fi rm/employer since age 50. 
The authors do this for 1983 and 2004, but it could be done for the several 
years in which the Current Population Survey collected data on job tenure. 
Thus, one could create a version of Figure 3.9 that plots through time the 
fraction of men aged 55–64 years and aged 65 years and over who are both 
in the labor force and who have not changed employers since age 50. 
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Now, suppose that this new version of Figure 3.9 indicates that since 
1990 there has been an increase in the fraction of men who are both in 
the labor force and have not changed employers since 1990. To my mind, 
that would be good news. It would mean that the post-1990 expansion 
in the older male labor force is occurring in a way that preserves specifi c 
human capital and social networks. This would indicate that people are 
tending to remain in the job that was the highest and best use of their 
labor when they were 50-years-old. 

Suppose, on the other hand, that there has been a post-1990 decline in 
the fraction of older men who are both in the labor force and in the job 
they held at age 50. Given the evidence in this paper, I suspect that this 
scenario is what is taking place. I would view confi rmation of this devel-
opment as not particularly good news. While it is good for the economy 
to have older people working more, the expansion may well be occurring 
in a way that tends to not preserve specifi c human capital. Older workers 
are arguably moving into jobs that do not make full-use of their skills. 

To conclude, I think Munnell and Sass have written a very interest-
ing paper. It provides a useful perspective on several important trends in 
the labor market for older workers. It also continues a line of work that 
opens up lines of future research on the labor market for older workers. 
Well done. 

Note

1. The Frito-Lay case is in Watson Wyatt Worldwide (2001). See Hutchens 
(2007) for a discussion of phased retirement. 
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Comments on “The Labor Supply of Older 
American Men” by Alicia H. Munnell and 
Steven A. Sass

Joyce Manchester

The paper by Alicia Munnell and Steven Sass makes the case that it is 
sensible for Americans to work longer in the future in order to enhance 
their retirement income security. Working longer also would be good for 
national output and tax revenues. The paper then asks the following ques-
tion: based on what we know now, does it seem likely that American men 
will choose to work longer? Three current impediments to encouraging 
such a trend are identifi ed as: 1) the early eligibility age for Social Security 
benefi ts that remains at age 62, 2) the increased mobility of workers that 
exposes them to the vagaries of the labor market, and 3) the signifi cant 
fraction of people who are not healthy enough to work beyond age 62.

Of course, raising the early eligibility age for Social Security benefi ts 
seems like an obvious fi x to some observers. But eliminating old-age ben-
efi ts at 62 could lead to severe hardship for those not able to work in 
their early 60s, those without other sources of income, or those unlikely 
to live much longer. But instead of dwelling on these objections, my com-
ments will focus on two other considerations of the question regarding 
whether Americans will indeed choose to work longer. The fi rst consider-
ation concerns the decision of when to claim old-age Social Security ben-
efi ts. Specifi cally, what do we know about workers who choose to claim 
old-age Social Security benefi ts earlier compared with those who claim 
benefi ts later? A related issue is how recent policy changes have infl u-
enced the age at which people claim benefi ts, and whether those trends 
can help us predict future behavior. A second consideration regarding the 
issue of working longer involves the labor force behavior of women. At 
the same time that men are working less at older ages than they did in the 
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1960s, women’s labor force participation has increased signifi cantly. Can 
we say something about how their greater work experience and earnings 
will contribute to household retirement incomes in the future?

The Decision to Claim Old-Age Social Security Benefi ts

A recent analysis of data from the Social Security Administration (SSA) on 
the age at which people claim Old-Age and Survivors Insurance (OASI) 
benefi ts, using a 1 percent sample of administrative records, shows that:

• The most popular age to claim benefi ts is 62. For example, among all 
OASI benefi ciaries who claimed benefi ts at ages 60 through 72 years in 
2003, approximately 47 percent became entitled at age 62. The percent-
age is higher among women, 49 percent, than among men, 44 percent of 
whom claimed Social Security benefi ts at age 62.

• Approximately 26 percent of people who claimed benefi ts in 2003 
were 65-years-old; at 31 percent, the percentage was higher among men 
than the 21 percent for women.

What do we know about people who claim old-age benefi ts early 
(starting at age 62 and prior to age 65) compared with those who claim 
benefi ts at age 65 or later? Preliminary analysis of a 1 percent sample 
of SSA data shows that work and earnings activities around the time of 
claiming vary by the claimant’s age. More specifi cally, people who claim 
benefi ts at age 65 or later have stronger and steadier labor force activity 
than those who claim at age 64 or earlier. For example, the work partici-
pation rate up to 10 years prior to benefi t claim and three years following 
benefi t claim appears to be lower among those who claim benefi ts at age 
62 than among those who claim benefi ts at 65; see Figure 3.28. In addi-
tion, the average annual earnings of people who claim benefi ts between 
ages 62 and 64 are lower than the average earnings of those who claim 
at age 65 or later. The difference can be seen as much as 15 years prior to 
benefi t claiming as well as three years following benefi t claiming; please 
refer to Figure 3.29. Given the different work and earnings experience 
of early claimants relative to late claimants, one could speculate that 
more emphasis on job characteristics such as fl exible schedules, part-time 
work, and help transitioning to jobs that are not physically demanding 
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could be important in encouraging older workers to remain in the labor 
force.

Why do so many people claim old-age benefi ts at age 62? Multiple 
reasons explain the phenomenon, but two factors that have gained atten-
tion recently are the advice commonly found in newspapers and other 
media, and the effective tax rate on work at older ages. Financial advisors 
sometimes adopt a “one-size-fi ts-all” attitude that for many individuals 
may not be the correct advice. For example, here is the punch line from 
one recent newspaper column: “When you turn 62, take the money and 
run.” Unless an individual expects to die sooner than the average person 
in his/her cohort, that advice is usually wrong. Taking benefi ts early gen-

Figure 3.28 
Labor Force Participation by Years Relative to Benefit Claim, By Claiming Age 
of Individuals Who Became Eligible for Entitlement in 1999 and 2000
Source: Tabulations by the Office of Policy, U.S. Social Security Administration, 
using the 1 percent sample of Social Security Administration administrative files.
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erally means that person, and any dependents who receive Social Security 
benefi ts based on his or her earnings record, will receive lower benefi ts 
throughout their lifetimes. The reduction in benefi ts gets larger as the full 
retirement age (FRA) rises. Until 2003, the FRA was at 65 years, and a 
person who claimed benefi ts at age 62 received 80 percent of his or her 
full benefi ts. But when the FRA reaches 67 years in 2022 for individuals 
born in 1960 or later, the person who claims at age 62 will receive just 
70 percent of the full benefi t amount. Reductions also affect the widow 
benefi t to some extent.

A second factor that may explain why so many people claim benefi ts 
at age 62 is the effective tax rate on work at older ages. Recent research 
shows that, for many people, work at older ages does not enhance their 

Figure 3.29 
Mean Annual Earnings by Years Relative to Benefit Claim, by Claiming Age of 
Individuals Who Became Eligible for Entitlement in 1999 and 2000
Source: Tabulations by the Office of Policy, U.S. Social Security Administration, 
using the 1 percent sample of Social Security Administration administrative files.
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Social Security benefi t. A study done in the Offi ce of Policy at the SSA 
using MINT, a microsimulation model developed by the SSA and the 
Urban Institute, examines the marginal internal rate of return (IRR) on 
Social Security payroll taxes from working one extra year at the end of 
one’s work life (Reznik, Weaver, and Biggs 2007). The results show that 
30 percent of men aged 62–65 years in 2005 would have faced a pure tax 
from working one extra year, meaning that their additional Social Secu-
rity taxes paid would not lead to additional benefi ts. Only 21 percent 
of men gain from spending an extra year in the labor force at the end 
of their working lives.1 Women have somewhat lower marginal internal 
rates of return than men because many women receive auxiliary benefi ts 
based on their spouses’ earnings, or have relatively fl at earnings histories. 
But women are somewhat less likely than men to show up as “pure tax” 
cases because they are more likely to have spotty work histories with 
years in which they have no earnings. It is still true, however, that the 
Social Security payroll tax represents a pure tax for 23 percent of women, 
meaning that 23 percent of women would see no increase in benefi ts if 
they worked an additional year. Policies that increase the payoff to work 
at older ages could encourage more Americans, particularly men, to stay 
in the workforce longer.

 Do we have any evidence that raising the FRA affects the proportion 
of people who claim benefi ts early? The answer is yes. Again using a 1 
percent sample of SSA administrative data, a couple of recent papers 
examine changes in the age at which people claim Social Security retire-
ment benefi ts in response to two recent rule changes: the removal, in 
2000, of the retirement earnings test at ages 65 to 69, and the gradual 
increase in the full retirement age (FRA), also beginning in 2000 for 
people who turned 62 in that year (Song and Manchester 2007, 2008). 
Figure 3.30 shows the cumulative distribution of benefi t entitlement ages 
for males and females born in 1930, 1937, and 1940 who claim benefi ts 
between 62 and 65 years and 6 months.2 The distribution of entitlement 
ages of the 1930 birth cohort should be relatively unaffected by both 
rule changes. For the 1937 birth cohort, benefi t claiming at ages 63 and 
above took place after the elimination of the earnings test in 2000. Con-
sequently, some members of the 1937 birth cohort clearly delayed claim-
ing benefi ts between ages 62 and 65 relative to the 1930 birth cohort. 
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Figure 3.30 
Cumulative Distribution of Benefit Entitlement Ages of Men and Women in 
Selected Birth-Year Cohorts Who Claimed Benefits Between the Ages of 62 
Years and 65.5 Years
Source: Song and Manchester (2007).
Note: The cumulative percentages are measured among those who become 
entitled by age 65 and 6 months.
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Further, the elimination of the earnings test in 2000 appears to acceler-
ate benefi t claims at age 65, as seen in the vertical distance at 65 years 
between the curves of the 1930 and 1937 birth cohorts. The 1940 cohort 
delayed claiming somewhat between 62 and 65 years, but the most 
noticeable change appears between 65 years and 65 years and 6 months. 
For the 1940 cohort, full Social Security benefi ts were not available until 
age 65 and 6 months, and Figure 3.30 shows that effect clearly. Women 
show similar, but less pronounced, responses. 

It is a diffi cult task to sort out the economic effects of the benefi t reduc-
tions from the signaling or institutional role of the FRA, but Figure 3.31 
may offer some clues. The plots show the proportion of men and women 
who became entitled to retirement benefi ts, using two-month intervals 
between ages 62 and 65 years and 6 months among the cohorts born 
in 1937 through 1940. Among the 1937 birth cohort, which was not 
affected by the increase in the full retirement age to 65, about 42 percent 
of men and 49 percent of women claimed benefi ts at age 62, the earliest 
retirement age for this cohort. These percentages dropped slightly fol-
lowing the increase in the FRA; in the 1940 cohort, about 40 percent 
of men and 45 percent of women claimed benefi ts at age 62, the earliest 
eligibility age. The percentage of people who claim benefi ts after age 62 
and up to a few months prior to the FRA stays relatively stable at about 1 
percent at each two-month age increment. Benefi t reductions alone affect 
people who retire prior to age 65, so the drop in the percentage who 
claim prior to age 65 largely refl ects that benefi t reduction.

More dramatic changes are evident at ages 65 years and above. About 
18 percent of men in the 1937 cohort and 12 percent of women claimed 
benefi ts at age 65, the FRA for that cohort. As the FRA moved out by 
two months per year for the 1938, 1939, and 1940 cohorts, the spike at 
the FRA moved out as well. In the 1940 cohort, about 16 percent of men 
and 10 percent of women claimed benefi ts at 65 years and 6 months, 
the relevant FRA for that cohort. People who previously would have 
claimed benefi ts at age 65 but waited until their new, higher FRA are 
likely responding to a combination of the benefi t reduction and the sig-
naling aspect of the Social Security retirement age. It is also possible that 
the “full” retirement age in integrated private pension plans infl uences 
the age when individuals claim Social Security benefi ts. 
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Figure 3.31 
Entitlement Age Frequency Distribution by Birth-Year Cohort
Source: Song and Manchester (2007).
Note: The cumulative percentages are measured among those who become 
entitled by age 65 and 6 months.
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Song and Manchester also conducted regression analysis of benefi t enti-
tlement status at specifi c ages using year- and age-specifi c treatment dum-
mies over the period 2000–2005. Specifi cally, results show the marginal 
effects on the probability of entitlement claims given the elimination of 
the retirement earnings test for ages 65 to 69 and the increase in the FRA, 
separately for men and women. Both the direction and the magnitude of 
the estimated effects accord with our expectations. For those aged 65 years 
in 2000–2002, the change in the earnings test rule increases men’s benefi t 
claims by slightly more than 3 percentage points, and women’s claims by 
slightly more than 2 percentage points. The FRA becomes the dominant 
rule change in 2004 and 2005, however, as the estimated marginal effect 
for those aged 65 turns negative; this marginal effect rises to 12.5 percent-
age points for men and 5.4 percentage points for women in 2005. Effects 
on early claimants are evident as well. Following the six-month increase in 
the FRA, benefi t entitlement rates for men decline by 3.3, 4.4 and 5.2 per-
centage points at ages 62, 63, and 64 years, respectively and 2.1, 3.3, and 
3.5 percentage points for women at these same three respective ages. These 
estimates suggest that a relatively large response occurs at age 62, and 
relatively small but incremental responses at ages 63 and 64. Recogniz-
ing those responses is important for policymakers who question whether 
people younger than the full retirement age would change their behavior; 
these results argue that changing the full retirement age does delay claim-
ing by people who have not yet reached the FRA. 

Elasticity estimates show the percentage change in claiming rates at a 
given age for a 1 percent reduction in benefi t amount at that age. At 64 
years, derived elasticities range from 1.3 to 1.7 for men and from 0.7 to 
1.1 for women. Elasticities at age 62 are 0.8 to 1.3 for men and 0.7 to 1.2 
for women. Elasticities near 1 indicate that benefi t reductions do cause 
people to work longer. Looking forward, further benefi t reductions as the 
FRA rises to 67 years are expected to result in longer work lives.

How Will Women’s Work and Earnings Contribute to Retirement 
Income in the Future?

The Munnell-Sass paper points out that future retirees will face lower 
Social Security benefi ts at any given age, confront the lower likelihood of 
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defi ned benefi t pensions, and contend with the vagaries of a more mobile 
job market. Compared to the 1960s, things look grim. At the same time, 
the authors see little evidence that men will increase their labor force 
participation much at older ages, thus compounding the pessimistic out-
look. Yet there is a large and growing component of the labor force that 
is neglected, albeit intentionally, in the Munnell-Sass paper: women. At 
the same time that men’s labor force participation at ages 55–64 was 
dropping from 87 percent in 1960 to 69 percent in 2005, women’s par-
ticipation rate surged from 37 percent in 1960 to 57 percent in 2005; see 
Figure 3.32. For men ages 65 years and above, participation dropped 
from 33 percent in 1960 to 20 percent in 2005. At the same time, labor 
force participation for women ages 65 years and above stayed approxi-
mately constant at 11 percent. Will women’s increased work and earn-
ings help to maintain American standards of living in retirement? 

Some evidence on the possible contributions of women to household 
retirement income comes from examining married couples who are near-

Figure 3.32 
Labor Force Participation of American Men and Women, Aged 55 to 64 Years, 
and 65 Years and Older, 1960–2050, with Projection to 2050
Source: Author’s calculations of U.S. Bureau of Labor Statistics data in
Fullerton (1999) and Toosi (2006).
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ing retirement. A paper by Maestas (2001) based on data from the Health 
and Retirement Study reports that 75 percent of men nearing retirement 
age in the 1990s were married, and 40 percent of them had working 
wives. The MINT model also shows that labor force attachment among 
married women is on the rise. According to the MINT model, married 
women in the retiree population of the late 1990s, cohorts which predate 
the baby boom generation born between 1946 and 1964, averaged 18 
years of work experience. This contrasts rather starkly with 29 years 
in the labor force predicted for the early baby boomer women born in 
the 1946–1954 period, and 30 years for the late boomer women born 
between 1955 and 1964. Labor force participation is also projected to 
increase for non-married women. 

More work experience for women translates into a greater likelihood of 
pension coverage for women; health insurance while they are in the labor 
force, and perhaps retiree health insurance as well; and receipt of their 
own Social Security benefi ts from both Old-Age Insurance and Disability 
Insurance. Tabulations of the Health and Retirement Study show that the 
percentage of women aged 55–64 years who have a pension rose from 52 
percent in 1994 to 63 percent in 2004 (Iams et al. 2007). Social Security 
data show that the percentage of women who receive old-age benefi ts 
based on their own earnings record rather than from spousal benefi ts is 
rising as well.3 Over the past two decades, the percentage of women with 
earned worker benefi ts increased. Current benefi ciary women aged 62 to 
64 years with retired worker benefi ts increased from 48 percent in 1984 
to 56 percent in 2004, while those with disabled worker benefi ts doubled 
from 8 percent to 16 percent.

To conclude, the paper by Munnell and Sass raises a number of impor-
tant issues regarding the labor supply of older American workers in 
the twenty-fi rst century. But there is reason to be optimistic about their 
prospects, both for continuing in the labor force and for their retirement 
income security, once we examine the evidence to date on how older 
workers have responded to policy changes. Following the increase in the 
full retirement age, we have solid evidence that people are claiming Social 
Security benefi ts at later ages. We have identifi ed other factors that could 
be changed to encourage older workers’ continued labor force participa-
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tion, such as job characteristics, the retirement advice and information 
offered, or the incentives in the tax-benefi t structure of Social Security. 
And the other half of the potential labor force, women, have increased 
their contributions to household retirement incomes in recent decades, 
and a reversal in that trend is unlikely.

� These comments were written while Manchester was with the Offi ce 
of Policy, Social Security Administration; she is now at the Congressional 
Budget Offi ce. Any fi ndings or opinions expressed here are those of the 
author and not necessarily those of the Social Security Administration or 
the Congressional Budget Offi ce.

Notes

1. In this exercise, individuals “gain” when the marginal internal rate of return  
is greater than 3 percent in real terms.

2. We include entitlement ages ranging from 62 to 65 years and 6 months because 
at the time we did the data work, the most recent data came from June 2006. The 
last birth cohort considered here (1940) reaches 65 years and 6 months, the FRA 
for that cohort, by the end of June 2006.

3. A general rule of thumb is that married women receive retired-worker-only 
benefi ts when their average lifetime earnings are more than 30 percent of their 
husband’s earnings.
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Structural Demand Shifts and Potential 
Labor Supply Responses in the New Century

David H. Autor

I. Introduction 

It is widely recognized that inequality of labor market earnings in the 
United States grew dramatically in recent decades. This trend may be 
seen in Figure 4.1, which plots the growth of real hourly wages of U.S. 
workers (both male and female) by earnings percentile for the years 1973 
through 2005. Over the course of more than three decades, wage growth 
was weak to nonexistent at the bottom of the distribution, strong at the 
top of the distribution, and modest at the middle. While real hourly earn-
ings of workers in the bottom 30 percent of the earnings distribution rose 
by no more than 10 percentage points, earnings of workers at the 90th 
percentile rose by more than 40 percentage points. 

What is much less widely known, however, is that this smooth, mono-
tone growth of wage inequality is a feature of a specifi c time period—and 
that this time period has passed.1 Figure 4.2 shows that, consistent with 
common perceptions, the growth of wage inequality between 1973 and 
1989 was strikingly linear in wage percentiles, with sharp falls in real 
wages at the bottom of the distribution and modest increases at the top.2 
Yet, starting in the late 1980s, the growth of wages “polarized,” with 
strong, ongoing wage growth in the top of the earnings distribution, 
meaning at or above the 70th percentile,  and modest growth in the lower 
tail of the distribution, defi ned as at or below the 30th percentile. Nota-
bly, the portion of the wage distribution that saw the least real earnings 
growth between 1989 and 2005 was the “middle” group, roughly the 
earners between the 30th and 70th percentiles of the distribution.3 Thus, 
1973 to 1989 and 1989 to 2005 represent two distinct periods of rising 
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Figure 4.1 
Changes in Real Log Hourly Earnings of All U.S. Workers from 1973 to
2005 by Percentile of the Hourly Earnings Distribution
Source: Current Population Survey and U.S. Census Bureau.
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inequality: the fi rst one is characterized by diverging wages throughout 
the distribution, and the second displays polarizing wage growth. 

These two epochs are contrasted in Figure 4.3, which plots the evolu-
tion of the ratio of 90th to 50th percentile hourly earnings alongside the 
evolution of the ratio of 50th to 10th percentile hourly earnings.4 The 
90/50 ratio rises smoothly and secularly from 1979 to 2004. By contrast, 
the 50/10 ratio rises sharply from 1979 to 1987, plateaus in 1988, and 
then reverses course for the remainder of the time period. The divergent 
growth of upper- and lower-tail wage inequality in the 1980s and 1990s 
is also corroborated by microeconomic data on wages and total compen-
sation from the establishment-based Employment Cost Index (see Pierce 
2001). The steady growth of upper tier earnings inequality is seen in ris-
ing shares of wages paid to the top 10 and top 1 percent of U.S. earners 
since the late 1970s, as revealed in tax data (see Piketty and Saez 2003).

This paper evaluates the sources of the growth and then the polar-
ization of earnings inequality in the United States, and considers these 
implications for the future growth of labor demand, by which we mean 
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the demand for workers at various skill levels.5 We begin by reviewing 
basic trends in earnings levels by education groups over several decades, 
and show how the pattern of polarization visible in Figure 4.2 is also 
refl ected in trends in earnings by education level. We next consider 
whether these patterns of changing earnings by educational level can 
be adequately explained by canonical labor demand models of the type 
used by Katz and Murphy (1992);  Autor, Katz, and Krueger (1998); 
Card and Lemieux (2001); and Acemoglu (2002),  among many others. 
Though these models do an excellent job of explaining the evolution of 
U.S. income inequality to 1992, their explanatory power fares poorly 
thereafter, which suggests a substantial change, or structural break, in the 
character of labor demand over the last 15 years. 

We briefl y consider whether the widely discussed institutional explana-
tions for rising U.S. wage inequality—most particularly, fl uctuations in 
the U.S. minimum wage and the tight labor market of the 1990s—provide 
a suffi cient alternative explanation for these same patterns. While these 

Figure 4.2 
Changes in Real Log Hourly Earnings of Men and Women from 1973 to 
1989 and from 1989 to 2005 by Percentile of the Hourly Earnings 
Distributions
Source: Current Population Survey and U.S. Census Bureau.
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two specifi c factors are likely to have contributed to rising inequality, 
particularly in the 1980s, neither one provides a viable explanation for 
the long-term secular growth of high incomes seen in the 1970s through 
1990s, nor for the plateau and slight rebound of low incomes observed 
during the 1990s. 

We next discuss how technological change and, more recently, inter-
national outsourcing, may provide a plausible, albeit still preliminary, 
explanation for the polarization of earnings growth. Following the con-
ceptual model offered by Autor, Levy, and Murnane (2003), we argue 
that technological change (recently abetted by outsourcing) has been 
complementary to high-education occupations, particularly deleterious 
to middle-education occupations, and neither strongly complementary 
to nor strongly deleterious to (meaning substitutable for) low-education 
service occupations. A key implication of this conceptual framework 
is that computerization may foster a demand-driven polarization of 
labor market activities. Corroborating this implication, we present initial 
evidence that the observed polarization of earnings inequality is demand- 

Figure 4.3 
Ratios of 90th to 50th and 50th to 10th Percentile Real Hourly Earnings, 
1974–2004 (Three-Year Moving Averages)
Source: Current Population Survey and U.S. Bureau of Economic Analysis.
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driven. Drawing on this model, we speculate on the changing shape of 
labor demand in the United States, which in the future we argue will be 
characterized by rapid growth of managerial and professional occupa-
tions and rapid growth of comparatively low-education service employ-
ment. 

The fi nal section of the paper focuses on three sets of research and pol-
icy issues that impinge on how the changing shape of labor demand will 
affect employment opportunities and earnings inequality in the United 
States. The fi rst set of issues considers potential supply responses in the 
form of human capital investment and immigration policy. A second set 
considers the role of labor standards and social welfare policy in shaping 
the quality of future jobs, particularly service jobs. The third and fi nal 
set of issues considers areas of theory and measurement needing urgent 
attention for improving our understanding of how changes in technology 
and trade will affect U.S. labor demand in the ensuing decades. 

II. Measuring Earnings Inequality

To summarize the basic changes in the U.S. wage structure over the last 
four decades, we draw on two large and representative household data 
sources: the March Current Population Survey (CPS) and the combined 
CPS May and Outgoing Rotation Group samples. The March CPS data 
provide reasonably comparable data on prior year’s annual earnings, 
weeks worked, and hours worked per week for four decades. We use 
the March fi les from 1964 to 2006, which  cover earnings from 1963 to 
2005, to form a sample of real weekly earnings for workers ages 16 to 64 
years who participate in the labor force on a full-time, full-year (FTFY) 
basis, defi ned as working 35-plus hours per week and 40-plus weeks per 
year. We complement the March FTFY series data with data on hourly 
wages of all current labor force participants using May CPS samples for 
1973 through 1978 and CPS Outgoing Rotation Group samples for 1979 
through 2003 (CPS May/ORG). From these sources, we construct hourly 
wage data for all wage and salary workers employed during the CPS 
sample survey reference week.6 

We focus on two measures of relative earnings. The fi rst is inequality in 
the upper and lower halves of the wage distribution, summarized by 90-
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50 and 50-10 log wage gaps, which we refer to as upper- and lower-tail 
inequality. These trends are depicted above in Figure 4.3. The second is 
“between-group” inequality, which we measure using the earnings levels 
and earnings differentials among workers of different educational attain-
ments.7 Figure 4.4 displays these earnings trends for full-time, full-year 
workers by educational attainment for the years 1963 to 2005.8 In this 
fi gure, the average earnings for each educational attainment level in 1963 
are normalized to zero, and subsequent data points represent the loga-
rithmic change in earnings (approximately equal to the percentage point 
change) since 1963. Wage levels are indexed using the Personal Con-
sumption Expenditure defl ator, and are composition-adjusted to hold 
constant the gender and labor market experience of workers within each 
educational group at their average levels over 1963 to 2005. 

Figure 4.4 reveals the four major episodes in the evolution of between-
group inequality in the United States. From 1963 to 1973, real wages 
grew strongly for all educational groups. Since growth rates were rela-
tively comparable across educational levels (with the exception of work-

Figure 4.4 
Changes in Composition-Adjusted Real Log Weekly Full-Time Wages of U.S. 
Men by Education, 1963–2005
Source: Current Population Survey and U.S. Bureau of Economic Analysis.
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ers with a postcollege education), these sharp gains were not accompanied 
by a signifi cant rise in between-group inequality. Following the 1973 
oil shock, earnings levels stagnated for all educational groups, while 
income inequality remained largely steady. Commencing in 1979, income 
inequality rose rapidly even as average earnings remained stagnant. The 
real wages of workers with a four-year college degree or postcollege edu-
cation increased signifi cantly, while the real wages of those with a high 
school degree or less plummeted. Most recently, from the early 1990s for-
ward, overall earnings levels have risen again, but this growth has been 
bimodal: the earnings of less educated workers (those with a high school 
degree or lower/less) rose modestly, the earnings of the most highly edu-
cated (those with postcollege education) rose extremely rapidly, and the 
earnings growth of those with some college education was comparatively 
weak. Thus, the polarization of overall earnings growth in the 1990s, as 
depicted in Figures 4.2 and 4.3, is refl ected in a contemporaneous polar-
ization of earnings across education groups. 

III. Rising Inequality: The Role of Demand Shifts for College-
Educated Versus Non-College-Educated Workers

To interpret the forces shaping the rise and subsequent polarization of 
wage inequality—and to forecast its future trajectory—it is critical to 
assess the degree to which shifts in labor demand are responsible for the 
observed patterns. In this section, we ask whether the rising wages of 
workers with high levels of educational attainment versus those with low 
levels of educational attainment can be explained by a combination of 
demand and supply shifts that favor more educated workers. A particu-
larly simple and attractive formulation of this supply-demand framework 
posits that there are two major skill groups in the labor market, those 
with at least four-year college degrees and those with high school degrees. 
Both skill groups, termed college equivalents and high school equiva-
lents, are in demand as employees by fi rms and, critically, these groups 
are imperfect substitutes in production. Thus, an increase in the relative 
supply of one group reduces its earnings relative to the other group.9 

Figure 4.5 illustrates the intuitive appeal of this conceptual frame-
work. In this fi gure, the series labeled “Log Wage Differential” plots 
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the composition-adjusted log college/high school earnings gap for 1963 
through 2005. Consistent with the more disaggregated earnings series 
summarized in Figure 4.4, the college/high school gap rises in the 1960s, 
contracts modestly in the 1970s, and then expands rapidly from 1981 
forward. By 2005, the college/high school gap has attained its highest 
level—94 percent or 66 log points—since 1915 (see Goldin and Katz 
2007). This gap is nearly double the 1963 level of 49 percent (40 log 
points). The second series in Figure 4.5, labeled “Log Relative Supply,” 
depicts the evolution of the composition-adjusted supply of college-edu-
cated relative to high-school-educated workers in the same time period. 
This series reveals an acceleration of the growth in the relative supply of 
college workers in the 1970s compared to the 1960s, followed by a dra-
matic slowdown starting in 1982. Notably, this deceleration, caused by 
slowing college attainment among cohorts of youth born after 1950 (see 
Card and Lemieux 2000), corresponds closely with the sharp jump in the 
college/high school wage premium after 1981. Thus, the juxtaposition 
of these series suggests that fl uctuations in the rate of supply growth of 

Figure 4.5 
College Relative to High School Labor Supply and the College-High School 
Wage Differential, 1963–2005
Source: Current Population Survey.
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college-educated workers, overlaid on secularly rising demand for college 
workers, may provide a reasonable summary explanation for the growth 
of college wage premium. Indeed, this hypothesis was famously espoused 
by Katz and Murphy in 1992, who found that it provided an excellent fi t 
for trends in the college wage premium for the years 1963 to 1987, their 
data set’s ending year. 

To explore the power of this framework for more recent trends in 
inequality, we re-estimate the Katz-Murphy model using earnings data 
extended to 2005, thus going 18 more years beyond their original work. 
Our illustrative conceptual framework starts with a Constant Elasticity 
of Substitution  production function for aggregate output Q with two 
factors, college equivalents (c) and high school equivalents (h):

(1) Qt = [αt(atNct)
ρ + (1 − αt)(btNht)

ρ]1/ρ

where Nct and Nht are the quantities employed of college equivalents 
(skilled labor) and high school equivalents (unskilled labor) in period t,  
at and bt represent skilled and unskilled labor augmenting technological 
change, αt is a time-varying technology parameter that can be interpreted 
as indexing the share of work activities allocated to skilled labor, and  
ρ is a time invariant production parameter. Skill-neutral technological 
improvements raise at and bt by the same proportion. Skill-biased tech-
nological changes involve increases in at        /bt  or αt. The aggregate elasticity 
of substitution between college and high-school equivalents is given by 
σ = 1/(1 − ρ).

Under the assumption that college and high school equivalents are paid 
their marginal revenue products, we can use equation (1) to solve for the 
ratio of marginal products of the two labor types, yielding a relationship 
between relative wages in year t, wct      /wht, and relative supplies in year t,  
Nct     /Nht given by

(2) ln(wct      /wht) = ln[αt    /(1 − αt)] + ρ ln(at        /bt)] − (1/σ)ln(Nct     /Nht),

which can be rewritten as

(3) ln(wct      /wht) = (1/σ)[Dt − ln(Nct     /Nht)],

where Dt indexes relative demand shifts favoring college equivalents 
and is measured in log quantity units. The impact of changes in relative 
skill supplies on relative wages depends inversely on the magnitude of 
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aggregate elasticity of substitution between the two skill groups. The 
greater is σ, the smaller the impact of shifts in relative supplies on rela-
tive wages, so the fl uctuations in demand shifts (Dt) must be greater to 
explain any given time series of relative wages for a given time series 
of relative quantities. Changes in Dt can arise from (disembodied) skill-
biased technological change, non-neutral changes in the relative prices or 
quantities of non-labor inputs, and shifts in product demand.

Following the approach of Katz and Murphy (1992), we directly esti-
mate a version of equation (3) to explain the evolution from 1963 to 
2005 of the overall log college/high school wage differential series for 
full-time, full-year workers from the March CPS shown in Figure 4.5. We 
substitute for the unobserved demand shifts Dt with a simple linear time 
trend. We also include an index of the log relative supply of college/high 
school equivalents: 10

(4) ln(wct      /wht) = γ0 + γ1t + γ2 ln(Nct     /Nht) + εt,

where γ2 provides an estimate of 1/σ.
Figure 4.6 plots the observed college/high school premium for years 

1963 to 2005 alongside the fi tted values of equation (4), generated by esti-
mating the Katz-Murphy model for calendar years 1963 through 1987, 
and then extrapolating the estimates through the year 2005 based on 
the observed evolution of college/high school relative supply. The model 
implies a strong, secular growth of college/high school relative demand at 
the rate of about 2.6 log points annually over 1963 to 1987. Though the 
Katz-Murphy model is only fi t to data through 1987, it does an excellent 
job of forecasting the growth of the college wage premium through 1992, 
thus suggesting that demand shifts favoring college-educated workers 
continued apace in these years. This demand growth is typically inter-
preted as evidence of skill-biased technological change, which refers to 
any introduction of a new technology, change in production methods, or 
change in the organization of work that increases the demand for more-
skilled labor relative to less-skilled labor at fi xed relative wages. Indeed, 
comprehensive analyses of longer time series by Autor, Katz, and Krueger 
(1998) and Goldin and Katz (2007) suggest that such skill-biased demand 
shifts have been underway for many decades—and that these shifts have 
accelerated in the second half of the twentieth century. 
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What drives these secular demand shifts? A large literature, reviewed 
in Katz and Autor (1999) and Katz (2000), yields two consistent fi ndings 
that suggest that skill-biased technological change has played an integral 
role.11 The fi rst fi nding is that the relative employment of college-edu-
cated workers and non-production workers (that is, professional, man-
agerial, and technical workers rather than line workers) has increased 
rapidly within detailed industries and within business establishments in 
the United States during the 1980s and 1990s, despite the sharp rise in 
the relative wages of these groups (see Dunne, Haltiwanger, and Troske 
1997; Autor, Katz, and Krueger 1998). Similar patterns of within-indus-
try increases in the proportion of skilled workers are apparent in other 
advanced nations (Berman, Bound, and Machin 1998; Machin and Van 
Reenen 1998). These fi ndings suggest strong within-industry demand 
shifts favoring the more skilled, meaning more college-educated, work-

Figure 4.6 
College-High School Wage Differential, 1963–2005: Observed and Predicted
Values
Source: Current Population Survey.
Note: Predicted values are estimated for the years 1963–1987 and 
extrapolated to 2005, based on the Katz-Murphy model (Katz and Murphy 
1992).
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ers.12 Second, a wealth of quantitative and case-study evidence documents 
a striking correlation between the adoption of computer-based technolo-
gies (and associated organizational innovations) and the increased use 
of college-educated labor within detailed industries, within fi rms, and 
across plants within industries (see Doms, Dunne, and Troske 1997; 
Autor, Levy, and Murnane 2002; Levy and Murnane 2004; Bartel, Ich-
niowski, and Shaw 2007). 

While this simple, demand-side explanation is appealing, this story is 
not entirely confi rmed by the data. The Katz-Murphy model accurately 
predicts the ongoing growth of the college wage premium between 1987 
and 1992, the model substantially overpredicts the growth of the college 
wage premium going forward from 1992. This suggests, unexpectedly, 
that demand shifts favoring college-educated workers have slowed since 
1992.13 This implied slowdown in trend demand growth in the 1990s is 
potentially inconsistent with a simple skill-biased technical change story 
that appeals to the ongoing growth of computer investments, since these 
investments continued rapidly throughout the 1990s, particularly with 
the rapid diffusion of the Internet. Why has this slowdown in demand for 
college-educated workers occurred?

One potential explanation for this implied slowdown is the strong 
cyclical labor market of the expansion of the 1990s, leading to a tight 
labor market that may particularly boost the earnings of workers with 
comparatively lower levels of educational attainment. The weakening of 
some labor market institutions, such as the erosion of the real value of 
the minimum wage since the early 1980s, might also have played a role. 
These hypotheses are evaluated by Autor, Katz, and Kearney (2008), 
however, and are found lacking in explanatory power. After accounting 
for the role of supply shifts, the real minimum wage and prime-age male 
unemployment rates provide only modest additional explanatory power 
for the evolution of earnings inequality, and thereby reduce the extent of 
the estimated slowdown in trend demand growth over the last decade.14 
These cyclical and institutional factors are insuffi cient to resolve the puz-
zle posed by slowing trend-relative demand for college-educated workers 
in the 1990s.15 

A closer look at the data suggests why the simple CES model with 
two inputs—college and high school equivalents—fails to provide an 
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adequate explanation of the evolution of between-group wage inequality 
starting in the early 1990s. As shown in Figure 4.4, the real, composi-
tion-adjusted earnings of full-time, full-year workers at different levels 
of educational attainment polarized after 1987 in a manner consistent 
with the divergent trends in 90-50 and 50-10 inequality documented in 
Figure 4.3. In particular, the wage gap between males with a postcollege 
education and those with a high school education rose rapidly and mono-
tonically from 1979 through 2005, increasing by 43.1 log points over-
all and 15.4, 15.7, and 12.0 points, respectively, between 1979–1988, 
1988–1997, and 1997–2005.16 By contrast, after increasing by 13.3 log 
points between 1979 and 1987, the wage gap between males with exactly 
a four-year college degree and those with a high school education rose 
comparatively slowly thereafter, by 4.5 and 9.0 log points, respectively, 
between 1988–1997 and 1997–2005. By implication, between 1988 and 
2005, the earnings of postcollege educated males rose by 14.2 log points 
more than the earnings of males with only a four-year college degree.17 
Conversely, at the bottom of the wage distribution, the wage gap between 
high school graduates and high school dropouts increased steadily from 
1979 and 1997, then fl attened or reversed.

This pattern, in which wage gaps within college-educated and non-col-
lege-educated workers groups diverge, is inconsistent with the basic, two-
factor CES model. In this model, the labor input of all college-educated 
worker subgroups is assumed to be perfectly substitutable up to a scalar 
multiple, and this substitution holds similarly for non-college-educated 
worker subgroups. Accordingly, the wage ratio of college-educated to 
postcollege-educated worker should be roughly constant, as should be the 
wage ratio of high school dropouts to high school graduates. This two-
factor assumption fi ts the data rather well from 1963 to 1987. However, 
after 1987 the drastic rise in earnings of postcollege-educated workers 
relative to workers with only a four-year college degree, and the slightly 
increasing earnings of high school dropouts relative to high school gradu-
ates after 1997 represent signifi cant departures from the model’s assump-
tions. Fundamentally, the two-factor model does not accommodate a 
setting in which the wages of very high and very low-skilled workers rise 
relative to those of middle-educated workers—that is, the model does not 
accommodate a setting in which wage growth polarizes. We consider the 
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sources of this polarization next, after briefl y considering the role of the 
minimum wage in greater detail.

IV. The Elusive Role of the Minimum Wage

In contrast to our conclusions above, several other studies, including Lee 
(1999), Card and DiNardo (2002), and Lemieux (2006b), fi nd that fl uc-
tuations in the U.S. minimum wage play a primary role in the rise of 
wage inequality since 1980. The minimum wage explanation for rising 
wage inequality has obvious appeal. As shown by Card and DiNardo 
(2002), there is a striking time series relationship between the real value 
of the federal minimum wage and hourly wage inequality, as measured 
by the 90-10 log earnings ratio. This relationship is depicted in Figure 
4.7. A simple regression of the 90-10 log hourly wage gap from the May/
ORG CPS for the years 1973 to 2005 on the real minimum wage yields 
a coeffi cient of −0.74 and an R-squared of 0.71. Based in part on this 
tight correspondence, Card and DiNardo (2002) and Lemieux (2006b) 
argue that much of the rise in overall and residual inequality over the last 
two decades may be attributed to the minimum wage.18 In a cross state 
analysis of the minimum wage and wage inequality for the period 1979 
to 1991, Lee (1999) reaches a similar conclusion. 

A potential objection to this argument is that the majority of the rise in 
earnings inequality over the last two decades occurred in the upper half 
of the earnings distribution. Since it is not plausible that a declining mini-
mum wage could cause large increases in upper-tail earnings inequality, 
this observation suggests that the minimum wage is unlikely to provide 
a satisfying explanation for the bulk of inequality growth. Not surpris-
ingly, as shown in the upper panel of Figure 4.7, the real minimum wage 
is highly correlated with lower-tail earnings inequality between 1973 and 
2005; a 1 log point rise in the minimum is associated with 0.26 log point 
compression in lower-tail inequality. Somewhat surprisingly, the mini-
mum wage is also highly correlated with upper-tail inequality: a 1 log 
point rise in the minimum is associated with a 0.48 log point compres-
sion in upper-tail inequality; see Figure 4.7, lower panel. 

Autor, Katz, and Kearney (2008) explore these relationships in greater 
detail by estimating a set of descriptive regressions for hourly earnings 
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inequality among three pairs of income percentiles, 90-10, 90-50, and 
50-10, over the period dating from 1973 to 2005. In addition to the 
minimum wage measure used in Figure 4.7, Autor, Katz, and Kearney 
(2008) augment these models with a linear time trend, a measure of col-
lege/high school relative supply (calculated from the May/ORG CPS), the 
male prime-age unemployment rate (as a measure of labor market tight-
ness), and in some specifi cations a post-1992 time trend, refl ecting the 
estimated trend reduction in skill demand in the 1990s. The main fi nding 
from these models is that the strong relationship between the minimum 
wage and both upper- and lower-tail inequality is highly robust.

These patterns suggest that the time series correlation between mini-
mum wages and income inequality is unlikely to provide causal estimates 
of minimum wage impacts. Indeed, the relationship between the mini-
mum wage and upper-tail inequality is potential evidence of spurious 
causation. Although the decline in the real minimum wage during the 
1980s likely contributed to the expansion of lower-tail inequality—par-
ticularly for women—the robust correlation of the minimum wage with 
upper-tail inequality suggests that other factors are at work.19  One pos-
sibility is that federal minimum wage changes (or lack of changes) during 
these decades were partially a response to political pressures associated 
with changing labor market conditions and the costs a minimum wage 
increase would to impose on employers. This “political economy” story 
could help explain the coincidence of falling minimum wages and rising 
upper-tail inequality.20  

V. Why Is Labor Demand Polarizing? The Possible Role of Technol-
ogy and Outsourcing

Why, following the monotonic surge of earnings inequality from 1979 
to 1987, did U.S. wage growth polarize, with a strong, persistent rise in 
inequality in the upper half of the distribution, and a slowing, then slight 
reversal of inequality, in the lower-half of the distribution? Based on the 
analysis discussed above, along with further evidence presented in Autor, 
Katz, and Kearney (2008), we conclude that neither standard supply-
demand models nor conventional institutional explanations are suffi cient 
to explain the evolution of U.S. income inequality since the late 1980s. 



Figure 4.7
Log Hourly Wage Differentials, 1973–2005: Observed Values and Predicted 
Values from a Regression on the Log Real Federal Minimum Wage
Source: Current Population Survey and U.S. Bureau of Economic Analysis.
Note: Nominal minimum wages are deflated to real log values using the PCE 
deflator. In panel (a), the real log minimum wage measure is normalized 
to zero in 1973. Subsequent panels depict the observed wage gap (between the 
90th and 10th percentiles, 50th and 10th percentiles, and 90th and 50th 
percentiles) for all hourly workers from the May and Outgoing Rotation Group 
Current Population Survey samples in each year plotted alongside the predicted 
values from separate OLS regressions of the relevant wage gap on a constant 
and the contemporaneous real log minimum wage.
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Figure 4.7 (continued)
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In this section, we focus on one potentially viable hypothesis for the 
polarization of earnings inequality, which focuses on changing demand 
for job tasks, often linked to computerization and, over the longer term, 
outsourcing. As argued by Autor, Levy, and Murnane (2003, hereafter 
this article is referred to as “ALM”), and amplifi ed by Goos and Man-
ning (2007); Spitz-Oener (2006); Autor, Katz, and Kearney (2006); and 
Dustmann, Ludsteck, and Schönberg (2007), the term “skill-biased tech-
nological change” presents an inadequate description of the shifts in 
skill demands that were induced or abetted by the rapid price declines 
in computer technology over the last three decades. In the task frame-
work proposed by ALM, computerization has non-monotone impacts 
on the demand for skills throughout the earnings distribution, sharply 
raising demand for the cognitive and interpersonal skills used by col-
lege-educated professionals and managers (termed “abstract tasks”) and 
reducing demand for clerical and routine analytical and mechanical skills 
that comprised many middle-educated white collar and manufacturing 
production jobs (termed “routine tasks”).21 Somewhat paradoxically, 
computerization has probably had little direct impact on the demand 
for the non-routine manual skills (termed “manual tasks”) used in many 
“low-skilled” service jobs such as health aides, security guards, hospital 
orderlies, janitors, and servers. Because the interpersonal and environ-
mental adaptability demanded by these manual tasks has proven extraor-
dinarily diffi cult to computerize (to date), these manual activities may in 
fact grow in importance as a share of labor input.22 

The ALM framework suggests that computerization, along with 
complementary forces such as international outsourcing, may have 
raised demand for skills among higher-educated workers, depressed skill 
demands for middle-educated workers, and left the lower echelons of the 
wage distribution comparatively unscathed.23 Goos and Manning (2007) 
label this process a “polarization of work,” and argue that it may have 
contributed to a hollowing out of the wage distribution in the United 
Kingdom from 1975 to 2000. Spitz-Oener (2005) and Dustmann, Lud-
steck, and Schönberg (2007) report a similar polarization of employment 
for the former West Germany during the 1979 to 1999 period.24

To illustrate the relevance of shifts in task demands for changes in 
skill demands, we link data on task intensity by occupation (information 
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taken from the U.S. Department of Labor’s online Dictionary of Occupa-
tional Titles) to data on skill level by occupation contained in the 1980 
Census. In this analysis, occupational skill level is measured by the mean 
years of education of an occupation’s workforce (weighting workers by 
their annual hours worked). Figure 4.8 uses a locally weighted smooth-
ing regression to plot task intensity by occupational skill for each of the 
three broad task categories above: abstract, routine, and manual tasks.25 
Task intensities are measured as percentiles of the baseline distribution 
of job tasks in 1960. Thus, an occupation with the median intensity of 
“routine” task input in 1960 would receive a score of 50. This fi gure 
shows that the intensity of abstract skill input is monotonically rising in 
occupational skill level (refl ecting more education) and, conversely, the 
intensity of manual task input is falling in occupational skill level. Most 

Figure 4.8 
Task Intensity by Occupational Skill Percentile, Defined as Occupation’s
Rank (in Percentiles) in Mean Years of Education
Source: Dictionary of Occupational Titles and U.S. Census Bureau.
Note: Percentiles of the 1960 task distribution are determined using 
occupational task inputs defined in the Dictionary of Occupational Titles.
The figure uses a locally weighted smoothing regression to calculate the 
plotted values.
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signifi cantly, there is a distinctly non-monotone relationship between 
occupational skill and routine task input. Routine task use is highest 
between the 20th and 60th percentiles of the skill distribution, and falls 
off sharply on either side of this range. This non-monotonic relationship 
is highly relevant because, as documented by ALM, routine task input 
saw the sharpest decline of all task categories over the last two decades 
(relative to its initial 1960 level). The substitution of information tech-
nology for routine tasks might be expected to contribute to polarization 
by reducing demand for middle-skill occupations relative to either high- 
or low-skill occupations. 

An implication of the polarization hypothesis is that the twisting of the 
wage structure observed in recent years is, at least in part, a demand-side 
phenomenon, induced by rising relative demands for both high- and low-
skill tasks. This implication is testable, and we provide a simple evaluation 
here. Following analysis for the United Kingdom in Goos and Manning 
(2007), we use U.S. Census data to explore how employment growth by 
occupation over the last two decades is related to occupational skill, as 
proxied by educational levels.26 Our hypothesis is that, if the wage struc-
ture changes observed in the 1980s and 1990s are driven in substantial 
part by demand shifts, wage changes by earnings level and employment 
changes by skill level should positively covary in both decades.

To test this implication, in the upper panel of Figure 4.9 we plot the 
change in the share of total hours worked in the economy from 1980–
1990 and 1990–2000 by occupation skill percentile, using the educa-
tion-based occupational skill measure developed earlier.27 For the decade 
of the 1980s, we see substantial declines in employment shares at the 
bottom end of the skill distribution, and observe strongly monotonic 
increases in employment shares as we move up the skill distribution. In 
contrast, employment growth in the 1990s appears to have polarized. 
There is rapid employment growth in highest-skill jobs (at or above the 
75th percentile), a decline in the employment shares of middle-skill jobs 
(those at percentiles between 30 to 75), and fl at or rising employment 
shares in the lowest-skill jobs, those in deciles one through three. 

This pattern of job growth corresponds closely with the observed pat-
tern of wage structure changes in each decade, as is shown in the lower 
panel of Figure 4.9. Real wage growth was essentially monotone in terms 
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of wage percentiles in the 1980s, with especially sharp wage growth 
above the 75th percentile and especially sharp declines below the 30th 
percentile. In the decade of the 1990s, however, wage growth was more 
U-shaped. Wage growth was stronger below the 30th percentile, and 
especially above the 80th percentile of the distribution, than throughout 
the remainder of the distribution. Thus, despite substantial differences in 
the evolution of inequality between the 1980s and 1990s, labor market 
prices and quantities (as measured by wage and skill percentiles) appear 
to positively covary in each decade. 

To provide a slightly more rigorous assessment of this observation, we 
estimate a set of  ordinary-least-square models of the form,

(5) ΔEpτ = ατ + βτΔlnWpτ + εpτ       ,

where changes in log employment share by skill percentile are regressed 
on changes in log wages by wage percentile in each decade. Here, ΔEpτ 

represents the change in occupational log employment share at skill per-
centile p in decade τ, and ΔlnWpτ is the change in real log hourly earnings 
at the corresponding wage percentile in the same decade.28 Using data for 
the 4th through 97th percentiles of the earnings and skill distributions 
(thus trimming outliers at the tails), we estimate that βτ = 300 (t = 3.75) 
for the 1980s, and that βτ = 2.96 (t = 1.90) for the 1990s. Thus, both the 
monotone rise of wage inequality in the 1980s and the polarized growth 
of wage inequality in the 1990s are mirrored by conformal changes in 
employment by skill. This fi nding is consistent with a demand-side expla-
nation for observed wage changes.29

We have further experimented with these simple models by including 
linear terms in wage percentiles in addition to (or instead) of estimated 
wage changes by percentile. For the decade of the 1980s, we fi nd that 
a linear function of wage percentiles fi ts the observed pattern of skilled 
employment growth better than does the observed change in earnings by 
percentile. In the 1990s, by contrast, the linear term is insignifi cant, and 
the estimate of β90–00 is hardly affected by its inclusion (either in mag-
nitude or precision). These simple models do not, of course, take into 
account the substitutability and complementarity among various skill 
groups, as measured by skill percentiles, and so lack a well-grounded 
production function interpretation. We nevertheless view these models 
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as suggestive evidence that labor demand shifts have favored low- and 
high-wage workers relative to middle-wage workers over the last fi fteen 
years—a pattern that stands in contrast to the shifts in labor demand dur-
ing the 1980s, which appear to have been monotonically rising in skill.

VI. The Jobs of the Future: Both “Lousy and Lovely” Jobs

There is no controversy to the contention that highly-educated profes-
sional and managerial jobs, meaning those jobs using abstract skills, 
will continue growing rapidly. Perhaps less recognized is the corollary 
implication to this proposition: that jobs demanding “non-routine man-
ual” skills, meaning those skills not readily automated, and hence jobs 
requiring only low-levels of educational attainment, are likely to expand 
as well. In the memorable phrase used in Goos and Manning (2007) to 
describe the polarization of employment they found in the United King-
dom, we seem to be confronting a future labor market in which jobs are 
either “lovely” or “lousy.” To provide some direct evidence on the rel-
evance of this hypothesis, we look at the changing occupational structure 
of employment in the United States. 

Table 4.1 shows the educational level and employment shares in six 
major occupational groups covering all U.S. employment categories: 1) 
managerial and professional specialties; 2) technicians, sales, and admin-
istrative support; 3) precision production, craft, and repair; 4) service 
occupations; 5) operators, fabricators, and laborers; and 6) farming, 
fi shing, and forestry occupations. The category in which workers have 
the highest average educational level is managerial and professional spe-
cialty occupations, followed, at some distance, by technicians, sales, and 
administrative support. The four remaining categories—each averaging 
half the size of the fi rst two—are demonstrably less education-intensive 
Whereas in the year 2000, high school dropouts made up 2.2 percent of 
employment in professional/managerial jobs and 6.7 of employment in 
technical, sales and administrative support jobs, they comprised 20-plus 
percent of employment in the four remaining categories.

As discussed by Autor and Dorn (2007), employment growth has not 
been uniform across these six categories. Figure 4.10 shows that mana-
gerial and professional specialty occupations—the highest skilled cat-
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egory—experienced consistent, rapid growth between 1980 and 2005, 
gaining 7.1 percentage points as a share of overall employment between 
1980 and 2005, a 30 percent increase. By contrast, employment in the 
middle skill group of technical, sales and administrative support occupa-
tions showed an inverse U-shape pattern over this period, expanding in 
the 1980s and then contracting to below its initial 1980 level over the 
next 15 years; this is consistent with the growing substitution of technol-
ogy for completing routine tasks. Most strikingly, employment shares 
in three of the four low-skill occupations fell sharply in each decade. 
Between 1980 and 2005, farming, forestry, and fi shery occupations con-
tracted by more than 50 percent as a share of employment, while the 
category comprised of operators, fabricators, and laborers contracted by 
33 percent, and precision production, craft, and repair occupations con-
tracted by 19 percent. 

Standing in sharp contrast to these patterns of declining employment, 
however, is the experience of service occupations.  Despite being among 
the least educated and lowest paid occupations in the U.S. economy, 
employment in service occupations expanded in each decade between 
1980 and 2005, rising from 11.0 percent of employment in 1980 to 11.8 
percent in 1990, to 13.7 percent in 2000 and to 14.9 percent in 2005. 
This 35 percent increase is 6 percentage points larger than the gain in 
employment shares of managerial and professional occupations during 
the same period. 

What is unique about service jobs? Table 4.2 lists the major service 
occupations, the largest of which are: food preparation and service; 
health service support (a group that excludes registered nurses and other 
skilled medical personnel); and buildings and grounds cleaning and main-
tenance.30 These are low-paying jobs; in the year 2000, 73 percent had 
hourly wages below the overall hourly median. From the perspective of 
our conceptual framework, what distinguishes these service occupations 
is that each is highly intensive in “non-routine manual” tasks—activities 
requiring interpersonal and environmental adaptability yet little in the 
way of formal education. These are precisely the job tasks that are diffi -
cult to automate with current technology because these jobs are non-rou-
tine and diffi cult to outsource because, in large part, the tasks involved 
must be produced and performed in-person in real time. 
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Employment projections from the Bureau of Labor Statistics (BLS) 
Employment Outlook confi rm the view that low-skilled services are 
likely to be a major contributor to U.S. employment growth going for-
ward. The BLS forecasts that employment in service occupations will 
increase by 5.3 million, or 19 percent, between 2004 and 2014.31 The 
only major occupational category with greater projected growth during 
this time period is professional occupations, which are predicted to add 6 
million jobs, a 21.2 percent increase.32 Like all forecasts, these should be 
treated as tentative. Historically, the BLS has underpredicted the growing 
demand for professional and managerial occupations (see Bishop and 
Carter 1991; Freeman 2006). 

It is likely that the rapid growth of service employment in the United 
States has multiple causes. One is the direct substitution of computer-
ization for routine tasks, which causes the share of labor input devoted 
to non-routine activities to increase.33 A second force, though of highly 
uncertain magnitude, is international outsourcing, which complements 
computerization in permitting routine tasks previously performed by 
domestic workers to be sourced to other locations.34 

But these technological forces are not the only drivers of this increased 
demand. The aging of the U.S. population contributes to the growth of 
health services support occupations—and this contribution will become 
more important going forward. Supply-side factors may also be impor-
tant. Recent work by Cortes (2006) demonstrates that infl uxes of low-
skilled immigrants into major American cities causes the market prices of 
non-traded, low-skill intensive services to fall and consumption of these 
services to rise. Thus, the rapid growth of service employment is also 
partly attributable to U.S. immigration policy. 

A fi nal, relatively unstudied, factor potentially contributing to the 
growth of service employment is the rise of income inequality itself. 
Household consumption of services appears to be highly income elastic 
(Mazzolari and Ragusa 2007). This makes it plausible that the strong, 
secular rise in the earnings share of high-income households over almost 
three decades has increased fi nal demand for services (see Piketty and 
Saez 2003; Autor, Katz, and Kearney 2008). Preliminary evidence sup-
porting this hypothesis is offered by Autor and Dorn (2007) and Mazzo-
lari and Ragusa (2007), who fi nd that service employment growth in the 
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United States has been greatest in the metropolitan areas where income 
inequality has increased the most. Given that the rise of high incomes 
shows no signs of abating, this force may stimulate additional demand 
for low-education, in-person services. 

VII. Possible Labor Supply Responses: Human Capital Policy and 
Immigration Policy

Proceeding on the view that U.S. employment growth will be concen-
trated at the tails—in other words, in occupations requiring either high 
or low levels of education—how might labor supply respond? Because 
other papers in this volume treat this question in great detail, I offer only 
brief remarks on this issue, focusing on topics where policy is likely to 
have particular leverage.35

A fi rst point of paramount economic importance is that the returns 
to human capital investments are currently extremely high. While some 
research has highlighted the fact that the college wage differential pla-
teaued in the early 1990s, this observation needs to be placed in appro-
priate context. Even in the late 1990s, the college wage differential stood 
at a near-historic level (see Goldin and Katz 2007). And, as indicated by 
Figure 4.4, there was a further pickup in the pure college/high school 
premium after 1999. Moreover, the wage differential associated with 
postcollege educational returns has risen rapidly and near-continuously 
from 1980 to the present. Thus, postsecondary education appears to be 
an excellent investment. 

Responding to this price signal, college enrollment of U.S. youth has 
risen considerably since the premium to earning a four-year college degree 
began its historic rise in the early 1980s. After falling slightly between 
1970 and 1980, the fraction of 20 to 24 year-olds enrolled in post-second-
ary education rose from 35.9 percent in 1980, to 42.7 percent in 1990, to 
44.7 percent in 2000, and 49.3 in 2005 (U.S. Department of Education 
2007). College completion rates have not risen commensurately, how-
ever. Bound, Lovenheim, and Turner (2007) report that from 1970 for-
ward, the share of youth obtaining the equivalent of a four-year college 
degree by age 23 rose only slightly for cohorts completing high school.36 
Simultaneously, the completion rate among those attending college fell by 
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10 percent, and the share completing a degree within four years (among 
degree completers) fell by 20 percent. Although some increase in the col-
lege non-completion rate is to be expected as the fraction of students 
enrolling in college rises, these statistics suggest that there may be room 
to improve the outcomes of these initial investments in a college edu-
cation. Indeed, despite having led the world in high school and college 
completion for most of the twentieth century, U.S. young adults are now 
in the middle of the pack in the Organization for Economic Coopera-
tion and Development (OECD) in terms of educational attainment (see 
OECD 2006; Goldin and Katz 2007).

There is ongoing debate about the degree to which fi nancial constraints 
hinder college matriculation among U.S. youth. There is little doubt, how-
ever, that the gap in college attendance rates when gauged by parental 
income, race, and ethnicity remain large and may have potentially wid-
ened over the last 25 years (see Ellwood and Kane 2000; Heckman and 
Carneiro 2002).37 Considerable evidence shows that reductions in col-
lege costs (due to tuition reductions or fi nancial aid) greatly increase col-
lege attendance for youths from moderate income families (see Dynarski 
2002; Kane 1999) and even affect the postcollege occupational choices 
of graduates of elite universities (see Rothstein and Rouse 2007). It is 
therefore abundantly clear that college costs have a substantial impact 
on the college-going decisions and career choices of young adults. More-
over, the economic returns to college attendance for youth from mod-
erate income families appear to be at least as large as those for more 
advantaged attendees (Card 2001). Thus, there appears a solid case for 
reducing the fi nancial barriers to college attendance for students from 
low and moderate income U.S. families. 

As has been stressed by many researchers, generous college fi nancing 
is not suffi cient for college success. Students who do not receive ade-
quate human capital investments early in life may gain less from later 
educational investments (see Heckman and Lochner 2000). Most evi-
dence suggests large returns from early childhood educational interven-
tions (see Currie 2001; Anderson 2007). Thus, efforts to improve college 
attainment among U.S. students need to commence well before students 
approach college-going age.38 

In addition to fostering college attendance by U.S. residents, a critical 
policy lever for increasing the supply of highly educated workers for the 
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American workforce is attracting skilled students of all nationalities to 
U.S. colleges and universities. In 2003, 573,000 foreign students were 
enrolled in U.S. institutions of higher education, an 84 percent increase 
from the 1980 level (U.S. Department of Education 2005, Table 408). 
While these numbers appear sizable, the share of foreign students attend-
ing U.S. higher educational institutions is small: 2.6 percent in 1980 and 
3.4 percent in 2003.39 Foreign student enrollment brings many of the 
world’s most talented individuals to the United States. A substantial frac-
tion of these students will ultimately remain in the United States and 
contribute to U.S. invention and economic growth. To the extent that 
foreign students return to their home countries following their stud-
ies, one suspects that many will maintain positive economic—as well 
as political and cultural—interactions with the United States. Thus, 
the United States maximizes the return on its leadership role in higher 
education by producing talent and by attracting it from all parts of the 
world. 

Foreign students enrolled in American universities are heavily concen-
trated in graduate- and doctoral-level study, particularly in science, tech-
nology, engineering, and mathematics (STEM). In the year 2000, foreign 
students received between 25 and 55 percent of all doctorates awarded 
by U.S. universities in the key STEM fi elds of electrical engineering, phys-
ics, chemistry and biology. The growth of foreign students enrolled in 
U.S. graduate degree programs has raised concerns that the wages of 
native-born Americans are adversely impacted by the infl ux of foreign 
students (see Borjas 2006). Though this is an economically sound argu-
ment, this concern strikes me as somewhat misplaced given the high and 
rising earnings of highly-educated workers in the United States—particu-
larly those with graduate degrees. If the relatively abundant supply of 
foreign students to STEM fi elds serves to buffer the ongoing growth of 
wage inequality in the upper half of the U.S. earnings distribution, this 
may arguably be viewed as an additional benefi t. U.S. inequality would 
almost surely be higher and rising more rapidly at the top if we had to 
rely more heavily on home-grown talent. 

Closely related to the enrollment of foreign students into U.S. universi-
ties is the entry of skilled migrants into the U.S. labor force. Though the 
United States has many of the world’s leading universities, the majority of 
the world’s highly educated workers are produced outside of the United 
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States. Freeman (2006) estimates that the U.S. fraction of Ph.D.s trained 
relative to total world output will have fallen from about 50 percent in 
the early 1970s to a projected level of 15 percent in 2010. The grow-
ing cadre of highly-educated workers produced outside the United States 
provides one mechanism for addressing potential skill shortages. As Free-
man (2006, p. 10) observes: 

During the 1990s’ rapid growth of the U.S. economy, the country greatly 
increased its employment of scientists and engineers. It did so despite fairly con-
stant numbers of graduates in these fi elds among citizens or permanent residents 
and without markedly raising the salaries of these workers… The United States 
was able to meet increased demands for scientists and engineers without huge 
increases in salaries by “importing” foreign born specialists in these areas. Some 
of the foreign born obtained their education in the United States and remained to 
work in the country. But most of those with B.S. degrees and roughly half of those 
with higher degrees graduated overseas and came to fi ll jobs. If the U.S. economy 
demands more highly skilled workers in the period of projected slow labor force 
growth, it should be able to increase supplies by admitting more immigrants in 
areas with rising labor demand, as it did in the 1990s.

This example underscores that, should the United States ultimately face 
a skill shortage as the baby boom generation retires, this shortage will be 
a consequence of political choice as a much as demographic destiny. So 
long as the United States is perceived by educated citizens worldwide as 
a land of abundant opportunity, it will be able to attract foreign talent to 
meet domestic labor demand. 

In recent years, U.S. immigration policy has been responsive to these 
demands. The H1-B Visa Program allows U.S. employers to tempo-
rarily hire skilled foreigners who have the educational equivalent of a 
U.S. bachelor’s degree. Prior to the mid-1990s, the H1-B quota stood at 
65,000 visas per year. During the “dot-com” boom, Congress increased 
the quota to 115,000 in 1998 and then again to 195,000 in the year 
2000. The quota dropped back to 90,000 in 2004, however, and is cur-
rently coming under economic pressure. The entire quota of H1-B visas 
for fi scal year 2007 was exhausted within a span of less than two months. 
It remains to be seen whether the cap will be lifted again soon. 

Over the longer term, it appears possible (though highly uncertain) 
that the United States will move to a skills-based immigration system. 
The Secure Borders, Economic Opportunity and Immigration Reform 
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Act, which was hotly debated though ultimately rejected by Congress in 
2007, would have prioritized access to U.S. visa applicants according to 
their educational levels, family ties, age, English language profi ciency, and 
applicants’ occupations. Of special note, priority would have been given 
to workers in “in-demand” occupations. While the virtues and draw-
backs of such a system are too complex to adequately address here, two 
points deserve note. First, the notion of weighting applicants’ skills in visa 
allocation decisions has merit. Second, accurately forecasting what skills 
and occupations will be “in demand” is generally not something gov-
ernment statistical agencies are able to predict with high reliability (see 
Freeman 2006). In the existing H1-B Visa Program, by contrast, employ-
ers identify and sponsor individual visa candidates. While this process 
is time- and resource-intensive, it does give employers a strong incen-
tive to sponsor workers who possess particularly valuable skills. Thus, 
there may be effi ciencies in this highly fi rm-level determination process. 
Commenting on the immigration reform act current before Congress 
in 2007, Lowell Sachs of Sun Microsystems opines (quoted in Broache 
2007):

The best the government can hope to do is select a pool of generically potentially 
qualifi ed candidates, whereas a company knowing exactly what it needs, exactly 
what skills and exactly what kind of individual can best deliver is going to be far 
better able to make the right match… What happens if I’m interested in fi nding 
a brain surgeon and I’ve got a bunch of people to pick from, a pediatrician over 
here, a podiatrist over here, but no brain surgeon?

As this quotation highlights, it is not clear that the U.S. Congress is a 
better judge of the skill needs of the U.S. economy than are the U.S. 
employers who, under the H1-B program, hand-select individual foreign 
workers to meet specifi c skill needs. 

VIII. Job Quality in the Services Occupations

There is, in my view, a solid case for meeting rising demand for pro-
fessional and technical occupations, in part by importing postsecondary 
students and highly-trained foreign workers. The same arguments are 
less persuasive when applied to the demand for low-educated, in-per-
son service workers. Unlike the earnings of four-year college graduates, 
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wages of high school graduates and dropouts—those most likely to per-
form service jobs—have fared poorly over the last three decades. Autor, 
Katz, and Kearney (2008) estimate that real wage growth for workers 
with high school diplomas and lower educational attainment levels was 
negative between 1979 and 1995, and only modestly positive from 1995 
to 2005. Facilitating increased immigration of competing worker groups 
appears unlikely to improve this situation.40 Moreover, while a case can 
be made that high-skilled workers generate positive human capital exter-
nalities—thus making high-skilled immigration a “public good” (see 
Moretti 2004a and 2004b)—this argument does not apply to low-skilled 
immigrants.41 Finally, it is often argued that if the United States does 
not import high-skilled labor, high-skilled jobs will follow the workers 
to where they reside. This argument clearly is not relevant for low-skill, 
in-person services, since the provision of these services is primarily non-
tradable. In sum, rising U.S. demand for low-skilled services does not 
represent an economic problem that demands a policy solution. Indeed, 
a signifi cant benefi t of such an upward demand shift is that it is likely to 
increase the earnings of less-educated workers.42

Even given rising demand for service sector jobs, labor supply to ser-
vices occupations, however, may be suffi ciently elastic that wages stay 
low. Median real hourly wages in service jobs were $8.99 in 1980, $8.76 
in 1990, and $9.40 in 2000. These hourly wage rates imply annual, full-
time earnings of under $20,000 per year; but of course, many service jobs 
do not provide full-time, full-year earnings.43 This income level readily 
exceeds the poverty threshold for the year 2000 of $17,500 for a fam-
ily comprised of two adults and two dependent children. Yet $20,000 
is probably an inadequate income for families to make optimal invest-
ments in childrearing and education. Echoing the concerns above regard-
ing college attainment and early life preparedness, it appears a legitimate 
concern that the ongoing polarization of earnings levels among U.S. 
households will ultimately serve to thwart economic mobility among 
subsequent generations. While the impact of current economic inequality 
on future mobility cannot be judged until decades after the die is cast, 
it is clear from the current vantage point that a substantial reduction in 
mobility would be inimical to the U.S. ideal of meritocracy and equal 
opportunity. 44 Accordingly, policies that ensure access to excellent educa-
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tion and healthcare for all U.S. families serve in part as a precautionary 
investment for maintaining economic mobility in the next generation. 

There are two primary means to improve the economic conditions of 
workers in low-skilled service jobs. One way is through transfers and 
other social supports. For example, the Earned Income Tax Credit has 
substantially raised labor force participation and earnings of single moth-
ers (see Meyer and Rosenbaum 2001). Programs such as Medicare, Head 
Start, and the federal Pell grant program provide health insurance, support 
early childhood educational investments, and reduce the cost of postsec-
ondary education for low-income households. Such programs could be 
expanded and improved to provide additional assistance to childrearing 
families. A signifi cant downside risk to such social policies, however, is 
that these programs are vulnerable to the vicissitudes of budgetary pres-
sures and political sentiments.45 Transfer programs that do not create a 
broad constituency of middle- and upper-income benefi ciaries are, over 
the long run, probably less likely to survive. 

An alternative means to improve economic conditions of workers 
in low-skilled service jobs is to “professionalize” these occupations to 
provide better services and thus command higher wages. Occupational 
standards and licensing are one means to accomplish this objective. 
Labor unions are another. The evidence on the effi ciency of such steps 
is decidedly mixed. Kleiner’s comprehensive 2005 study of occupational 
licensing in the United States concludes that professional licensing has 
primarily served to restrict competition without improving the quality 
of the services provided. DiNardo and Lee (2004) fi nd that new private 
sector labor unions certifi ed in the 1980s and 1990s have had little eco-
nomic impact—positive or negative—on the earnings of newly unionized 
employees or on the profi tability of newly unionized fi rms. Thus, despite 
the intellectual appeal of improving wages and performance quality in 
service occupations, the specifi c steps to accomplish this objective are not 
immediately evident, at least to me. 

IX. International Outsourcing: A Force of Unknown Magnitude

More than any issue discussed above, there is vast uncertainty about the 
degree to which international outsourcing of jobs will ultimately affect 
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domestic labor demand in the United States. At present, most quanti-
tative assessments of the potential impacts of outsourcing are highly 
preliminary or impressionistic (see Kletzer 2006; Blinder 2007).46 The-
oretical work has also produced somewhat mixed projections on pos-
sible labor demand impacts (see Antràs, Garicano, and Rossi-Hansberg 
2006a and 2006b; Grossman and Rossi-Hansberg, forthcoming). In my 
assessment, a safe conclusion is that outsourcing will increase the returns 
to “knowledge work,” both by raising demand for scarce managerial 
and problem-solving talent, and by increasing the returns on intellectual 
property developed in advanced economies. Outsourcing will not directly 
substitute for performing in-person services. Moreover, the income gains 
accruing to the highly skilled might stimulate additional demand for such 
lower-level services occupations. Beyond this conjecture, there is little 
predictive certainty. The possibility appears remote that outsourcing will 
ultimately displace as large a share of domestic white collar work as inter-
national trade and technological change did to decrease domestic demand 
for blue collar manufacturing work. But then again, the possibility that 
manufacturing would ultimately employ less than 15 percent of the U.S. 
workforce in 2000, even while 42 percent of U.S. consumer spending 
was devoted to purchasing goods, must also have seemed remote several 
decades earlier (U.S. Congressional Budget Offi ce 2004). 

The profound uncertainty about the potential for the international out-
sourcing of jobs to affect domestic labor demand should stimulate much 
additional research on this topic. A key factor hindering research has 
been lack of measurement. Unlike trade in goods, trade in labor services 
is at an extremely primitive stage of measurement. A fi rst priority for 
U.S. statistical agencies should be extensive data collection to assess the 
extent of international outsourcing and to document the nature of tasks 
currently being outsourced. Yet trade in services will always be more dif-
fi cult to capture and quantify than trade in goods. Just as productivity 
measurement has become more uncertain as U.S. economic activity has 
moved from a concentration on manufacturing to services, tracking trade 
fl ows will become increasingly challenging as trade in services takes its 
place alongside trade in goods as an increasingly important source of U.S. 
economic activity. 
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X. Conclusion

Viewed from the perspective of the 1980s, the rapid, monotone rise of 
wage inequality appeared to presage an era of ever-increasing demand 
for skills, with rising incomes for the highly-educated workers and fall-
ing incomes for everyone else. Fortunately, this vision has not yet come 
to pass. The secular demand increases favoring more educated work-
ers appear to have been less rapid in the 1990s and early 2000s than 
from the 1960s to the 1980s. Overall wage inequality continued grow-
ing from 1990 to 2005, but at a slower pace than in the 1980s. Rather 
than spreading continuously, wage growth polarized after 1987, with 
persistent increases in inequality in the upper half of the income distri-
bution and slow or reversing inequality trends in the lower-half of the 
distribution. 

Demand-side forces have played a key role in shaping structural 
changes in U.S. wages during the inequality surge of the 1980s, and the 
polarization that followed. In the 1980s, during which wage growth was 
essentially monotone in terms of skills, employment shares in the high-
est-educated and highest-paid occupations expanded substantially, while 
employment shares in the lowest-skill occupations contracted. During 
the subsequent decade—in which earnings growth polarized—employ-
ment shares in very low- and very high-skill occupations increased,  while 
employment shares in moderately skilled occupations contracted. The 
roughly parallel movement of earnings and employment growth in each 
decade suggests that demand-side forces have been central to these pat-
terns of wage changes. 

Following Autor, Levy, and Murnane (2003) and Goos and Manning 
(2007), we argue that these patterns may in part be explained by a richer 
version of the skill-biased technical change hypothesis, which posits that 
information technology complements highly educated workers engaged 
in abstract tasks, substitutes for moderately educated workers perform-
ing routine tasks, and has less impact on low-skilled workers perform-
ing manual tasks. Extrapolating from these trends, we forecast (perhaps 
unwisely) an ongoing growth of demand for both professional and 
managerial jobs requiring high levels of educational attainment, and for 
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low-skilled in-person service jobs—tasks that are diffi cult to either auto-
mate or outsource, but do not require more than a high school educa-
tion. 

Given slowing U.S. population growth and decelerating rates of educa-
tional attainment, it is natural for the United States to look to developing 
and developed countries as a source of supply for future employment 
growth. In the case of highly educated workers, we view such efforts as 
sound. Attracting skilled residents to the United States, either as students 
or workers, is likely to raise wealth and improve the quality of life for a 
large number of U.S. residents. As a secondary benefi t, increased skilled 
migration to the United States may temper the ongoing rise of upper-
tail earnings inequality. These same arguments appear less compelling 
when applied to the immigration of low-skilled workers. Wages of low-
skilled U.S. workers have been stagnant for most of the past 30 years. If 
labor demand is indeed rising for low-skilled, in-person services occupa-
tions, this may give a long overdue boost to earnings for these groups—a 
welcome development for economic mobility and social cohesion in the 
United States. 

Though it seems banal to end a research summary with a call for fur-
ther research, this bromide seems less self-serving than usual in the current 
context. Due to rapid economic development in Asia and improvements 
in computer and communications technology, international trade and 
outsourcing appear poised to become important determinants of U.S. 
domestic labor demand. Yet we have little knowledge of the scope, mag-
nitude, speed, or even direction with which these forces will impact skill 
demands and earnings distributions in the United States and in other 
advanced economies. Devising innovative and rigorous means to mea-
sure and evaluate the impacts of these evolving forces of globalization on 
inequality and economic well-being constitutes a signifi cant agenda item 
for further research in this fi eld.

� I am grateful to Jared Bernstein and Gary Burtless for insightful com-
ments and suggestions. I am intellectually indebted to coauthors David 
Dorn, Lawrence Katz, Melissa Kearney, Alan Krueger, Frank Levy, and 
Richard Murnane for the main themes and conclusions of this paper.  
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Notes

1. This observation was, to my knowledge, fi rst offered by Mishel, Bernstein, 
and Boushey (2002). 

2. The Current Population Survey and Census of Populations data analyzed 
here do not cover the top several percentiles of the earnings distribution where 
the most dramatic increases in real earnings have occurred during the last three 
decades (see Piketty and Saez 2003). Including these top percentiles would, con-
sistent with our discussion, reveal even greater growth at the top throughout the 
years studied, but this inclusion would not qualitatively change our conclusions 
about income inequality. 

3. It bears note, however, that all percentiles of the distribution fared better in 
the second half of the time period (1989 through 2005) than in the fi rst half 
(1973 through 1989), refl ecting the considerable acceleration of U.S. productivity 
growth from the mid-1990s forward.  

4. These series are smoothed using three-year moving averages. Thus, the data 
point labeled 2004 is the average of the values for 2003, 2004, and 2005. 

5. I use the term “we” throughout the paper because the material in this paper 
draws heavily on work I performed jointly with David Dorn, Frank Levy, Law-
rence Katz, Melissa Kearney, Alan Krueger, and Richard Murnane. 

6. Details of the samples and data processing methods used for these data series 
are provided in Autor, Katz, and Kearney (2008). 

7. We do not discuss inequality of earnings residuals (that is, the unexplained 
component of wage variance). For recent work on this topic, see Lemieux (2006b) 
and Autor, Katz, and Kearney (2005 and 2008). 

8. For this fi gure, we use the full time period of 1963 to 2005 (in contrast to 
Figures 4.1 through 4.3) because reliable measures of average earnings levels 
extending back to 1963 are available from the March Current Population Survey. 
By contrast, trends in earnings distribution (such as the 90/50 and 50/10) are 
more precisely measured using the CPS May/ORG data (Lemieux 2006b), which 
only extend back to 1973. 

9. For previous implementations of such a model, see Katz and Murphy (1992); 
Autor, Katz, and Krueger (1998); Katz and Autor (1999); Card and Lemieux 
(2001); and Acemoglu (2002), among others. 

10. We use a standard measure of college/non-college relative supply calculated 
in “effi ciency units” to adjust for changes in labor force composition by gender 
and experience groups. 

11. Skill-biased technological change refers to any introduction of a new tech-
nology, change in production methods, or change in the organization of work 
that increases the demand for more-skilled labor relative to less-skilled labor at 
fi xed relative wages.
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12. Foreign outsourcing of less-skilled jobs is another possible explanation for 
this pattern (Feenstra and Hanson 1999). But large within-industry shifts toward 
more skilled workers are pervasive even in sectors with little or no observed for-
eign outsourcing activity. Foreign outsourcing appears likely to become increas-
ingly important, however.

13. Less restrictive variants of this model estimated in Autor, Katz, and Kearney 
(2008) also imply that trend demand growth for college relative to non-college 
workers slowed in the early 1990s. Autor, Katz, and Krueger (1998) and Card 
and DiNardo (2002) reach a similar conclusion. 

14. In contrast to the fi ndings of Autor, Katz, and Kearney (2008), analyses by 
Bartik (2001) and Bernstein and Baker (2003) fi nd that a low unemployment rate 
differentially raises earnings in low relative to high wage deciles, thus compress-
ing wage inequality. While a resolution of these confl icting conclusions is beyond 
the scope of this paper, this issue merits further study. 

15. The direct effects of union decline on U.S. wage inequality growth also 
appear to be modest. Card, Lemieux, and Riddell (2003) fi nd that falling union-
ization explains about 14 percent of the growth of male wage variance from 1973 
to 2001 (in models allowing for skill group differences in the impact of unions), 
with an even smaller union effect for the growth of female wage variance.

16. For females, earnings growth between 1988 and 2005 among postcollege-
educated workers was substantially greater than for college-only-educated work-
ers, but the pattern was reversed for the 1979–1988 period. 

17. Lemieux (2006a) documents the rapid, ongoing rise in the wage return to 
college and postcollege education. He estimates that more than two-thirds of 
the rise in wage inequality between 1973 and 2005 is explained by the growing 
return to postsecondary education. 

18. Lemieux (2006b) focuses on the tight fi t between the real minimum wage 
and residual wage variance for men and women from 1973 to 2003. We also 
fi nd greater time series explanatory power of the real minimum wage for residual 
wage inequality measures than for actual wage inequality measures. This is puz-
zling for the minimum wage hypothesis, since the minimum wage should “bite” 
more for actual low wage workers than for residual low wage workers.

19. Lee (1999) also noted a puzzling relationship between the “effective” state 
minimum wage (the log difference between the state median and the state minimum) 
and upper-tail inequality. Opposite to the simple time-series regressions above, Lee 
fi nds in a cross-state analysis that increases in the effective state minimum wage 
appear to reduce upper-tail inequality, both for males and for the pooled-gender 
distribution. This result led him to advise caution in causally attributing trends in 
male and pooled-gender earnings inequality to the minimum wage.

20. In a similar vein, Acemoglu, Aghion, and Violante (2001) argue that the 
decline in union penetration in the United States and the United Kingdom is 
partly explained by changing skill demands that reduced the viability of rent-
sharing bargains between high and low skill workers. Furthermore, the direct 
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effects of union decline on U.S. wage inequality growth appear to be modest. 
Card, Lemieux, and Riddell (2003) fi nd that falling unionization explains about 
14 percent of the growth of male wage variance from 1973 to 2001 (in models 
allowing for skill group differences in the impact of unions), with an even smaller 
union effect for the growth of female wage variance.

21. A related earlier model along these lines is developed in Juhn (1994). 

22. See Levy and Murnane (2004) for numerous paradigmatic examples. The fact 
that computerization causes manual tasks to grow as a share of labor input may 
be understood as a form of Baumol’s disease—that is, the tendency for advanced 
economies to devote an ever-rising share of resources to labor-intensive sectors 
characterized by slow productivity growth, such as education and health care, 
while sectors with rapid productivity growth (such as manufacturing or farming) 
ultimately require fewer resources to meet consumer demand. 

23. Welch (2000) and Weinberg (2000) argue that these technical changes are 
particularly likely to have been favorable to demand for female labor.

24. Acemoglu (1999) offers an alternative theory of job polarization based on 
endogenous changes in production techniques as a response to a rise in the avail-
ability of skilled labor. 

25. The task intensity data are constructed by matching Census 1980 data by 
occupation and gender with task measures from the Dictionary of Occupational 
Titles (DOT). Task intensities by occupational skill percentile are plotted using a 
locally weighted smoothing regression with bandwidth 0.5 (meaning, one-half of 
one percentile). Details on the processing and matching of DOT task measures to 
occupations are given in Autor, Levy, and Murnane (2003). The abstract task cat-
egory we use in Figure 4.10 is the arithmetic average of ALM’s “non-routine cog-
nitive/analytic” and “non-routine cognitive/interactive” category and, similarly, 
our routine task category is the average of ALM’s “routine manual” and “routine 
cognitive” categories. Our manual category is equivalent to ALM’s “non-routine 
manual” category. 

26. Autor, Katz, and Kearney (2006) present a similar analysis using Census data 
for changes in occupational employment and CPS May/ORG data for changes 
in wage levels by earnings percentile. In the present analysis, we use exclusively 
Census data covering the same time periods. 

27. We employ a consistent set of occupation codes developed by Meyers and 
Osborne (2005) for Census years 1980, 1990 and 2000. We use a locally weighted 
smoothing regression (bandwidth 0.8 with 100 observations) to fi t the relation-
ship between decadal growth in occupational employment share and occupa-
tions’ initial skill percentile in the 1980 skill distribution.

28. In contrast to the upper panel of Figure 4.9, we use raw changes in employ-
ment shares by occupational wage percentile as the dependent variable, rather 
than smoothed changes. If instead we were to use smoothed changes, these would 
not affect the point estimates by much, but would suggest a misleadingly high 
degree of precision in the estimation. 
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29. Notably, this pattern appears inconsistent with the hypothesis that a declin-
ing minimum wage played a leading role in the expansion of lower-tail inequality 
in the 1980s. A decline in a binding wage fl oor should have lead to a (modest) rise 
in low-wage employment rather than a sharp contraction. 

30. It is critical to distinguish service occupations, a relatively narrow group 
of low-educational level occupations comprising 13.4 percent of employment 
in 2000 (author’s calculation from Census IPUMS), from the service sector, a 
very broad category of industries ranging from healthcare to communications to 
real estate, and comprising 81 percent of non-farm employment in 2000 (www.
bls.gov).

31. The service employment measure used by the Bureau of Labor Statistics 
Occupational Outlook indicates a service employment share that is several per-
centage points higher that our calculations (17.7 percent versus 13.4 percent). The 
discrepancy stems from three factors: unlike our calculations based on household 
data from the Census Bureau, the BLS numbers use Current Employment Statis-
tics (CES) which, as an establishment survey, double-counts workers who hold 
multiple jobs; our Census-based numbers are weighted by hours of labor sup-
ply, and so part-time jobs (common in service occupations) are weighted down 
whereas the CES data count all jobs equally. Our Census calculations exclude 
workers younger than 18 years of age, whereas the CES data include workers 
aged 16 years and above. The service occupation in which the Census and CES 
data are most divergent is in Food Preparation and Service, where our data show 
a 3.5 percent employment share and the CES data show a 7.4 percent employ-
ment share. Despite these discrepancies in levels, we have no reason to believe 
that the qualitative employment trends in the Census and CES data differ. 

32. The BLS category of professional occupations excludes managerial occupa-
tions, and so is more disaggregated than the Census category of professional and 
managerial occupations. Combined growth in professional and managerial jobs 
is projected at 8.2 million jobs, or 18.8 percent. 

33. Though computerization appears far more complementary to abstract tasks 
than non-routine manual tasks, our framework implies that computerization is a 
relative complement to all non-routine tasks (meaning, relative to routine tasks). 

34. Though in many respects computerization and outsourcing appear to have 
similar implications for the domestic organization of work (Levy and Murnane 
2006), one important difference is that there is an important subset of non-routine 
manual tasks that are not readily computerized but can be easily outsourced—for 
example, call center operations or back offi ce manual tasks, including data entry 
and hand-processing of bill and check images (see Autor, Levy, and Murnane 
2002). However, neither outsourcing nor computerization appears a close sub-
stitute for the in-persons tasks performed by service occupations (see Blinder 
2007).

35. DeLong, Goldin, and Katz (2003) provide a thoughtful, extended discussion 
of policies to improve U.S. human capital investment. 
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36. This refl ects both a high non-completion rate and an increased time to 
degree. Thus, the share of youth obtaining the equivalent of a four-year college 
degree by age 28 has risen signifi cantly more than the share of youth obtaining 
the degree by 23.  

37. See Heckman and Krueger (2004) for a comprehensive debate. 

38. See also Heckman and Krueger (2004). 

39. Denominators for these calculations come from U.S. Department of Educa-
tion (2005, Table 170). 

40. There is heated debate about the extent to which low-skilled immigration 
depresses native wages (see Borjas 2003; Card 2005; Goldin and Katz 2007). 
Recent evidence suggests that because the jobs of many low-skilled immigrants 
are heavily concentrated in “manual” tasks such as cleaning, cooking, and con-
struction, they do not directly compete with most native-born workers, including 
low-skilled Americans who typically have a comparative advantage in English 
language communication tasks (Cortes 2007; Peri and Sparber 2007). 

41. Acemoglu and Angrist (2001) provide a strong test of human capital exter-
nalities and fi nd that they are weak or nonexistent. 

42. Freeman (2006, p. 20) compellingly states this case: “If fi rms demand more 
labor than workers supply due to a reduced growth of supply, should not a coun-
try that relies extensively on unfettered markets allow those markets to raise 
the price of labor, just as it allowed them to reduce the pay of many in recent 
decades?”

43. Autor and Dorn (2007) report that the median hourly wage in service jobs 
was between 63 and 65 percent of the median hourly wage in non-service jobs in 
1970, 1980, and 1990. Accounting for differences in full-compensation (includ-
ing health insurance, vacation and sick leave) among high and low-wage workers 
(as in Pierce 2001) would enlarge this gap. 

44. Recent research by Kopczuk, Saez, and Song (2007) fi nds little change in 
mobility over the course of a career among U.S. cohorts born between 1920 and 
1950. However, these data do not speak to economic mobility across generations, 
in particular, how likely it is that children from low-income households reach 
higher echelons of the earnings distribution during their careers. 

45. For example, the State Children’s Health Insurance Program (SCHIP), 
enacted in 1997, has signifi cantly increased the health insurance coverage rate of 
children from low-income households (Lo Sasso and Buchmueller 2004). SCHIP 
is a block grant program with fi xed annual funding levels, however, and SCHIP 
outlays have not kept pace with population increase or the rising cost of health-
care. Absent a signifi cant policy change, the number of program benefi ciaries will 
have to decline. The U.S. minimum wage provides another example of a politi-
cally vulnerable policy instrument for raising earnings of low-skill workers. 

46. See Hsieh and Woo (2005) for a rigorous assessment of the impact of out-
sourcing to China on the Hong Kong labor market.
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Comments on “Structural Demand Shifts 
and Potential Labor Supply Responses in 
the New Century” by David H. Autor

Jared Bernstein

Introduction 

David Autor has written an insightful and admirable paper, which in 
important ways updates economists’ thinking about one of the more 
important questions in labor economics: what is the relationship between 
skill demands, technological change, and wage inequality? 

I’ll stress the insights from the paper below, but what’s admirable about 
its contribution? Well, as J.M. Keynes famously said when confronted 
with accusations regarding shifts in his analysis: “When my information 
changes, I change my opinion. What do you do, sir?” A healthy debate 
regarding the impact of skill-biased technological change has simmered 
among economists for a few years now, and some of us believed that the 
trends in the wage data did not support conventional wisdom. With this 
paper, building on his earlier work, Autor agrees with this contrarian 
assessment, and his more nuanced view of the issue is both gratifying and 
interesting.1

Below, I offer some objections to the plasticity with which Autor treats 
the concept of skill-biased technological change. One has the sense that 
he and his fellow authors remained wedded to this concept and loathe to 
let it go, so they’ve morphed the defi nition in ways that may strike some 
as stretching the concept to the breaking point. Also, in the course of 
this review, I question a) whether the original construction of skill-biased 
technological change provided an adequate description of the trends 
observed in wage inequality, and b) whether Autor’s new interpretation is 
suffi cient to explain more recent relative wage trends, such as those that 
prevailed in the latter 1990s or over the 2000s. But for those of us who 



How Structural Shifts in Labor Demand Affect Labor Supply Prospects210

have been skeptical of skill-biased technological change as the dominant 
explanatory factor in the growth of wage inequality in recent decades, 
Autor’s evolving views are a welcome point of departure.

Motivation: That Pesky Trend in the 50/10 Wage Percentiles

As Autor shows in his Figure 4.2, the character of hourly wage inequality 
in the United States has changed over time. In the 1970s and 1980s, the 
wage distribution was fanning out largely monotonically: as your wage 
level went up, so did your wage growth. The top income groups pulled 
away from the middle; the middle income groups pulled away from the 
groups at the bottom of the wage distribution. Over the 1990s, however, 
growth rates were much more comparable at the middle and the bottom 
of the distribution. In fact, depending on which end points you choose, 
there was even some compression of the 50/10 ratio since the mid-to-late 
1980s, especially for men.

Larry Mishel and I viewed this change as quite important, and thus 
focus on it in various editions of The State of Working America, in 
part because the compression of the 50/10 ratio raises questions about 
the economist’s most popular answer for the “why” of growing wage 
inequality: skill-biased technological change. Among others (see Howell 
and Wolff 1992, Handel 2000, and Card and Dinardo 2002), we won-
dered why the skill demands of the workplace in the 1990s, a period 
of very deep, if not downright bubbly, technological capital deepening, 
would be more complementary to low-wage workers than had been the 
case in earlier years.

It seemed to us then, and still does now, that if skill-biased technologi-
cal change were the main perpetrator of higher wage inequality, relative 
wage trends should look more like Autor’s Figure 4.2, bottom line, than 
this fi gure’s top line. Autor, in an earlier paper written with Levy and 
Murnane (2001), analyzes occupations from the perspective of skill con-
tent and tasks, and asks whether those tasks are complementary or sub-
stitutable to computer technology. In that paper, they raise the hypothesis 
that the skill content of recent technological change, particularly regard-
ing the impact of computers on skill demands, may not generate the 
monotonic trends in relative wages that a basic skill-biased technological 
change hypothesis predicts. 
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With this paper, as with Autor, Katz, and Kearney (2006), Autor fur-
ther develops a different version of skill-biased technological change, 
which is, as he puts it, “a richer version of the skill-biased technical 
change hypothesis, which posits that information technology comple-
ments highly educated workers engaged in abstract tasks, substitutes 
for moderately educated workers performing routine tasks, and has less 
impact on low-skilled workers performing manual tasks.”

Two Questions

Autor’s new view raises two questions. First, does the theory that Autor 
and his co-authors have been developing comport with the data in a last-
ing manner? That is, given a) his earlier research fi ndings suggesting non-
monotonic demand impacts, and b) the fact that the relative wage data 
trends failed to support the old view, Autor came up with an interesting 
and plausible explanation that fi ts the part of the data for which the 
old view did not. But if the new view fails to fi t the further evolution 
of wage inequality, Autor and his coauthors will be forced to invent an 
even “richer version of the skill-biased technological change hypothesis.” 
Going down that path can lead to “ad hockery” and, while spinning of 
lots of interesting analysis, an enriched explanation is unlikely to provide 
analysts and policymakers with a reliable sense as to the determinants of 
wage inequality’s growth.

If that does indeed turn out to be the case, as I suspect it might (sup-
porting evidence to follow), many would be compelled to conclude that 
skill-biased technological change, an obviously important theory in ways 
I describe below, is insuffi cient to explain the path of wage inequality. This 
is the second big question that this paper raises: is skill-biased technologi-
cal change the right horse to bet on in the race to explain the evolution of 
wage inequality in our economy, or for that matter, any economy?

Let us fi rst examine this second question, regarding the usefulness of 
skill-biased technological change as a framework for explaining and 
understanding wage inequality. All economists recognize that technol-
ogy tends to boost labor demand for those workers whose skills are 
complementary to that technology (and, conversely, reduce demand for 
the technology’s substitutes). And the long-term reality of capital skill 
complementarity is also an obvious feature of our labor market. It is the 
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main reason why we can double the share of four-year college graduates, 
as we have done over the past 30 years, yet maintain their unemployment 
rate at frictional levels (typically at around 2 percent, per year).

But whether technology and human skills are complements is not the 
question being asked in this literature. The question asked is whether 
the extent of this complementarity has increased in a manner that would 
explain the pattern of wage inequality observed over the past few decades. 
As Mishel and I view it in a series of papers from the latter 1990s (some 
co-authored with John Schmitt), the key question was whether skill-
biased technological change had accelerated to such a degree that it could 
explain the acceleration in wage inequality.2 

In statistical analysis, we tested for the acceleration of skill-biased 
technological change by regressing changes in wage inequality across 
industries on measures of capital investment associated with technology, 
and allowing the coeffi cients on those variables to change over time. We 
found no consistent evidence to support the notion that skill-biased tech-
nological change and its impact on wage inequality had accelerated.

Interestingly, we found evidence against accelerating skill demands in 
work by economists closely tied to the skill-biased technological change 
story. Katz, in various papers [most recent in work with Goldin (2008)], 
uses a simple CES production function model of the labor market to cre-
ate indexes of labor supply and demand by skill level, stretching back 
many decades. Note that these models examine just one dimension of 
wage inequality: that existing between college-educated and non-col-
lege-educated workers. So-called residual wage inequality—the part not 
explained by the usual regressors in human capital models—is not part 
of this analysis (analysis like that in Autor’s Figure 4.2 captures both 
residual and “between group” aspects of wage inequality). 

The Katz/Goldin model assumes that changes in relative wages (skilled 
relative to unskilled workers, or college-educated to noncollege-educated 
workers) are a function of shifting demand and supplies of different types 
of labor, the degree to which relative supply changes effect relative wages 
(the substitution elasticity),3 and technological progress.

For our purposes in evaluating the utility of skill-biased technological 
change and the case for accelerating wage inequality, the relevant outputs 
from the model are changes in relative demand for skills across decades. 
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If unmet skill demands are accelerating, meaning these are unmet by 
increasing skill supplies, the result will be accelerating relative wages, the 
pace of which is partly determined in the model by the degree to which 
relative skill-changes map onto relative wages through the substitution 
elasticity. All else equal, a larger substitution elasticity will diminish the 
growth of relative wages, because employers can more easily substitute 
away from more expensive workers. 

For points I turn to next, it is important to recognize that the demand 
index is a residual. This is important for our alternative story, since we 
and others argue that there’s more than demand embedded in that term. 
In fact, any nonsupply factor—tighter job markets or lower minimum 
wages—that affects relative wages gets subsumed under demand here, 
a critique we return to below. The top panel in Table 4.3 just reprints 
Goldin and Katz’s table, showing that that relative wages grew most 
quickly in the 1980s, in fact more quickly than in any decade since 1940. 
The second column, relative supply growth, shows the 1970s was a 
decade when the share of college-educated workers grew quickly, leading 
to a compression in the relative wage. Since then, relative skill supplies 
have increased more slowly, especially in the 2000s. 

But our focus is on the demand column, shown in panel B. Some 
authors simply interpret the positive values in this column as evidence 
of skill-biased technological change driving up relative demand, and thus 
see this as the key determinant of the between-education group part of 
wage inequality. But our model argues that unless these decadal demand 
indexes are accelerating, these are insuffi cient to explain the acceleration 
in wage inequality over these years. It is the second derivative that mat-
ters, not the fi rst.

And, in fact, the demand index shows quite a signifi cant deceleration 
over much—but not all—of the last few decades. This deceleration seems 
really quite revealing. According to this simple but plausible and widely 
accepted model of the labor market, the rate of change in relative demand 
for skills was slower in the 1990s than the 1980s, and slower still in the 
2000s, at least through 2005. 

In fact, compared to the 1980s, demand for skills in the 2000s (through 
2005) grew 3.6 log points per year more slowly. This decline seems par-
ticularly remarkable when we consider the dissemination of computer-
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ization and information technology in general since the 1980s. Surely, 
the spread of information technology has accelerated. The literature 
explaining the post-1995 acceleration in productivity growth is, in fact, 
quite clear on this point: the spread of computers and information tech-
nology explains most of productivity’s acceleration.4 In this climate, if 
skill-biased technological change were truly a critical determinant of rela-
tive wage trends by education level, would we not expect to see a sharp 
acceleration of relative demand? Instead, the model yields the opposite 
fi nding. 

Other authors, such as Handel, Howell, and Wolfe (see various cita-
tions in references) had similar fi ndings, noting that the timing of infor-
mation technology’s capital deepening did not match the changes in wage 

Table 4.3
The College Wage Premium, Supply and Demand: 1940–2005 (Annual Percent 
Changes)

1940–50

1950–60

1960–70

1970–80

1980–90

1990–2000

2000–05

−1.86

0.83

0.69

−0.74

1.51

0.58

0.34

2.35

2.91

2.55

4.99

2.53

2.03

0.89

−0.69

4.28

3.69

3.77

5.01

2.98

1.42

Period Relative Wage Relative Supply Relative Demand

Panel B: Deceleration in Relative Demand

1960s over 50s

1970s over 60s

1980s over 70s

1990s over 80s

2000s over 90s

−0.59

0.08

1.24

−2.03

−1.56

Source: Author’s analysis of Goldin and Katz (2007), Table 1, using their pre-
ferred subsition elasticity of 1.64 (implying that a 10 percent increase in the rela-
tive supply of college graduates lowers the college premium by 6.1 percent (1/.61 
= 1.64)).
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inequality such that skill-biased technological change would be a likely 
determinant. Card and DiNardo (2002) derived various tests of the skill-
biased technological change (SBTC) hypothesis, and they too found little 
supporting evidence: “we conclude that the SBTC hypothesis is not very 
helpful in understanding the myriad shifts in the structure of wages that 
have occurred over the past three decades.”

So if skill-biased technological change is not the reason, what has been 
the main driver of wage inequality over these years? Our work has found 
that there is no smoking gun, no single factor that explains more than 
half of the growth in wage inequality. Instead, there appear to be many 
perpetrators, including high unemployment, the sharp expansion of 
unbalanced international trade, the decline in the real value of the mini-
mum wage, and the decline in unions. Many of these factors fi t within an 
“institutional” framework, and are very compellingly discussed in Levy 
and Temin’s recent paper (2007), an analysis all the more fascinating 
since Levy’s arguments used to be squarely in the skill-biased technologi-
cal change camp. Along with Temin, Levy now writes:

[T]he current trend toward greater inequality in America is primarily the result 
of a change in economic policy that took place in the late 1970s and early 1980s. 
The stability in income equality where wages rose with national productivity for 
a generation after the Second World War was the result of policies that began 
in the Great Depression with the New Deal and were amplifi ed by both public 
and private actions after the war. This stability was not the result of a natural 
economy; it was the result of policies designed to promote it (41–42).

As Levy and Temin stress, it’s not the case that skill-biased technogi-
cal change is not important, it’s that a) wage differentials are often 
moved by changes in institutional arrangements favoring one class of 
worker over another, and b) skill-biased technological change has been 
a fairly smooth, ongoing dynamic in our economy, consistently driving 
up employers’ skill demands. But the institutional context within which 
skill-biased technological change occurs is highly determinative of rela-
tive wage outcomes.

In the interest of honest, full disclosure, there’s no smoking gun for 
the institutional explanations either. Solid research casts doubt on skill-
biased technological change and much work, including our analysis in 
many editions of The State of Working America, confi rms the important 
infl uences of institutional forces on both absolute and relative wages. But 
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Autor and his co-authors would be well within their rights to point out 
that our evidence is also limited. We can point to various studies showing 
that declining union membership explains 10–20 percent of the increase 
in wage inequality, with international trade and the impact of the mini-
mum wage each also contributing about the same percentage. But, as 
Autor notes (see his note 14) there is not enough convincing work on 
these causes either.5

In the next section, I explore the fi rst question raised above: is Autor’s 
newer model likely to offer a more reliable interpretation of the factors 
behind rising wage inequality?

As in Autor, Katz, and Kearney (2006), Autor’s analysis is based on the 
shifts in employment by occupation, along with the educational compo-
sition of the occupations over time. Occupations constitute a legitimate 
source of variation in this type of work, since it is widely assumed that 
occupational demands necessarily embody technological change.

Autor’s key fi gure supporting this analysis is Figure 4.9, panel A, 
which contrasts the monotonic pattern of occupation skill demands of 
the 1980s with the more U-shaped pattern of the 1990s. The signifi cant 
accomplishment here bears remark: Autor has crafted a model which 
explains the changing pattern of wage inequality over the 1980–2000 
period. Whether it is legitimate to call it skill-biased technological change 
is another matter, as I discussed above and elaborate upon in the conclu-
sion. But this is laudable, interesting work that advances our understand-
ing of the labor market.

But is it built to last? Is Autor’s model telling us something important 
about the causal factors behind wage inequality—providing actionable 
intelligence, as the saying goes—that we can count on continuing in a 
way that should inform policy? Or is this model simply mapping relative 
wage trends onto occupations in a way that will change again when the 
relative wage trends shift again?

To test this, I derived a simple (too simple?), “poor man’s AKK” (that’s 
Autor, Katz, Kearney, where this model fi rst appeared) model of occupa-
tional employment, weighted by hours and wages.6 Sophistication-wise, 
my method is a mere shadow of Autor’s, but my results for the 1980s and 
1990s roughly match his; see Figure 4.11 for my 1980s version, which, 
due to a coding change, only goes from 1984–1989. My Figure 4.12 
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Figure 4.11 
Change in Occupational Employment Shares by Wage Ventile, 1984–1989
Source: Current Population Survey.
Note: Calculation method loosely based on Autor, Katz, and Kearney (2006).
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roughly refl ects the polarization the Autor fi nds, but my results only fi nd 
evidence for this in the years 1989–1995. That’s because much work at 
Economic Policy Institute has found that the latter 1990s were a very 
unique period for wage inequality, as the fi rst full employment job mar-
ket in decades gave a lift to U.S. workers’ bargaining power. 

Given that important dynamic, I plotted the latter 1990s separately in 
Figure 4.13, and these seem to revert back to the earlier, more monotonic 
pattern. This is quite an interesting fi nding, in that we know relative 
wages were compressing between middle- and low-wage workers over 
this period, yet the model shows a pattern of relative demand much like 
that of the 1980s. 

Finally, I plot the 2000s through 2006 in Figure 4.14. This decade (so 
far) takes on more polarizating characteristics, although one could also 
view this change as showing weak or negative skill demands throughout 
most of the skill distribution, except at the very top, possibly due to the 
uniquely weak job creation that prevailed over this period.
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Based on the differences in our methods, this exercise by no means 
establishes a claim that Autor is wrong. But if his model’s method really 
yields quite different results regarding the nature of skill demands over 
relatively short time periods, we need to wonder what it is really telling 
us. If the full employment of the latter 1990s raised the bargaining power 
of less-skilled workers enough to move these curves around, as my work 
suggests, then we do not want to confl ate that change with a shift in the 
nature of skill-biased technological change.

I thus encourage Autor to apply his method to these other time peri-
ods, including the 2000s, to see if and how the results change over dif-
ferent time periods.

A second and fi nal critique of Autor’s method relates to the underly-
ing elasticities implied by the work. The movements in the occupational 
index in a given decade are actually very small compared to the move-
ments in relative wages. The 50/10 ratio falls by about .10 percentage 
points over the 1990–2000 period. Autor’s Figure 4.9 reveals that the 
demand at the median fell about 0.0005 points, while demand at the low 

Figure 4.12 
Change in Occupational Employment Shares by Wage Ventile, 1989–1995
Source: Current Population Survey.
Note: Calculation method loosely based on Autor, Katz, and Kearney (2006).
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end rose about the same absolute amount. It seems unlikely that such a 
small shift in the occupational shares could really be the major factor 
driving relative wage trends of this magnitude.

As Autor has pointed out to me in a private conversation, the Autor, 
Katz, and Kearney model does not measure underlying shifts in supply 
and demand, along with relevant elasticities, as does the Katz model fea-
tured in Table 1. Instead, the model by Autor, Katz, and Kearney is driven 
by, in Autor’s words, “realized prices and quantities,” meaning the occu-
pational and wage outcomes of an implicit labor demand and supply 
model that is a lot more complicated than the simple, two-skill Katz ver-
sion. Underlying this implicit model is a rich set of elasticities regarding 
the ease with which employers can substitute different types of workers 
over a broad range of tasks—tasks which, unlike levels of educational 
attainment, are not necessarily exogenous.7

All of which leads one to conclude that Autor, Katz, and Kearney’s 
model may be telling a small part of the story of shifts in relative skill/
labor demand. Other factors must be playing an important role as well, 

Figure 4.13 
Change in Occupational Employment Shares by Wage Ventile, 1995–2000
Source: Current Population Survey.
Note: Calculation method loosely based on Autor, Katz, and Kearney (2006).
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a point that I suspect Autor, an economist with an open mind and a 
demonstrable interest in a wide range of causes, would agree with.

Conclusion

Though I have not pulled any punches in expressing the diffi culty that I 
and others have had in assigning a primary role to skill-biased techno-
logical change in the wage inequality debate, I still fi nd that this paper 
represents a useful contribution to that debate. Autor does what good 
economists should do: when the old model stops working, you build a 
new one. One can raise concerns, as I do, as to whether the new one has 
any more explanatory power than the old one, outside of a specifi c time 
period, perhaps a relatively short period—he says the 1990s; I say the 
early 1990s—wherein it fi ts the data. In this regard, I hope and expect 
Autor to keep testing whether his polarization model continues to fi t the 
trends in relative wages.

Figure 4.14 
Change in Occupational Employment Shares by Wage Ventile, 2000–2006
Source: Current Population Survey.
Note: Calculation method loosely based on Autor, Katz, and Kearney (2006).
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One fi nal policy point: I don’t think Autor (or Autor, Katz, and Kear-
ney, for that matter) should refer to the pattern of relative demand they 
discover in the 1990s as skill-biased technological change. For that label 
to apply, technology must be monotonically biased toward skilled work-
ers and against unskilled ones. In their new co-authored work, skill is 
biased toward the high end, and—perhaps to a lesser extent, but still—
toward the low end. 

Words matter. And the hurly-burly world of Washington, DC eco-
nomic policy—the world I travel in—sustains little in the way of subtle 
discourse. Among DC policy makers, skill-biased technological change 
translates into the notion that employers’ skill demands continue to shift 
hard against non-college-educated workers. As they envision it, the shift 
is absolutely monotonic; there’s little room, I fear, for the notion that 
“skill bias” as Autor now understands it doesn’t really mean skill bias as 
they understand it. 

Autor could explain that the concept of skill-biased technological 
change now means a bias in favor of high- and low-end workers and a 
bias against middle-wage workers. That’s what he’s trying to establish in 
this paper, and he makes the case. But why insist on calling it skill bias? 
The policy implications are signifi cant. If you believe in the traditional 
skill-biased technological change story, you’re prone to think exclusively 
in terms of education and job training. If you instead think in terms of 
Autor’s concept of skill-biased technological change, along with those 
critical skill-enhancement policies, you also recognize that demand for 
less-skilled jobs is strong and will remain so. And that leads economic 
policymakers to worry about the quality of the jobs available to the 
American workforce, not just the quality of the labor supply. 

As I noted, Keynes would have liked this paper—a very fi ne compli-
ment indeed. I urge Autor and his co-authors to continue testing this 
model as new trends form to see if it consistently describes the evolving 
patterns in relative wages. I also urge them to keep looking for other 
explanations that may have less to do with skill biases and technology, 
and more to do with bargaining power, full employment, and institu-
tional forces within which a full and complete concept of skill-biased 
technological change plays out. 
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Notes

1. These new views on the impact of skill-biased technological change on wage 
inequality appeared in an earlier paper of which Autor was a co-author. See 
Autor, Katz, and Kearney (2006).

2. See, for example, Mishel and Bernstein (1998).

3. That is, how would an increase in the supply of less-skilled workers affect the 
demand for more-skilled workers? If substitution between these two groups is a 
simple matter for employers, then the falling relative price of less-skilled workers 
would induce employers to use more of them. But if skill requirements are such 
that employers cannot easily substitute less-skilled for more skilled workers, then 
the decline in relative price will have less impact of changes in employment.

4. Oliner and Sichel (2000).

5. Autor, Katz, and Kearney are very much aware of these institutional forces 
and test the impacts of unemployment and minimum wages. As Autor notes (note 
14), they don’t fi nd much, but their analysis is fairly cursory, as they include both 
the minimum wage and the national unemployment rate (male, prime age) in a 
reduced-form, time series model with relative wages by education as the depen-
dent variable. More detailed work, such as that cited by Autor in the aforemen-
tioned note, taps both geographical variation and examines the impact of tight 
labor markets on wages at various deciles, and these analyses reveal a greater 
impact.

6. Using Current Population Survey data, I calculated hours-weighted occupation 
employment shares (using three-digit codes) and rank them by their average wage 
level over the time period in question. I then calculate the changes in these shares 
between the two periods. Next, I fi nd the ventile cutpoints in the cumulative dis-
tribution of these changes, and plot them, along with a polynomial curve.

7. Unlike quasi-fi xed education levels, tasks that workers undertake can change 
quickly in response to relatively prices (i.e., the wages associated with the task). 
In the model underlying Autor’s recent work (meaning Autor,Katz, and Kearney, 
2006), workers reallocate time from routine to non-routine tasks as the price of 
routine tasks declines, so such changes are endogenous to price changes. 
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Comments on “Structural Demand Shifts 
and Potential Labor Supply Responses in 
the New Century” by David H. Autor

Gary Burtless

David Autor has written a clear, judicious, and even-handed survey of 
recent evidence on shifts in demand for U.S. labor, particularly the shifts 
that affect American employers’ demand for skills. Since Autor is himself 
a major contributor to this literature, it is hardly surprising he has done 
such a fi ne job.

Almost everyone who regularly reads a daily paper or subscribes to 
a business magazine recognizes that earnings inequality in the United 
States has increased without interruption over the past three decades. 
Household income disparities have risen, too, and the growth in earnings 
inequality is an important contributor to this rise. 

Autor’s paper lucidly explains a crucial fact about the increase in 
earned income inequality. Earnings disparities did not actually rise uni-
formly and steadily over time. There have been major changes in the pat-
tern of change in inequality. From the late 1970s up to the early 1990s, 
earnings inequality increased in almost every dimension. Workers earn-
ing the lowest wages saw their earnings fall in relation to median wages. 
Workers earning wages close to the middle of the distribution saw their 
earnings fall in comparison to wages at the top. Contrary to a common 
impression, however, this basic pattern did not continue uninterrupted 
up to the present day. It came to an end sometime around 1990. Since 
then earnings inequality has risen at the top—the earners with the high-
est wages are still pulling away from earners in the middle—but the bot-
tom is not falling further behind the middle. Autor’s Figures 4.2 and 4.3 
show a sharp break in the pattern of increasing inequality around 1990. 
Now low-wage workers are pulling to closer workers in the middle, and 
have closed part of the earnings gap that opened up in the 1980s. 
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The shift in the pattern of growing wage inequality naturally has impli-
cations for how we think about the demand-side changes that may be 
contributing to wider earnings inequality. Theories that account for the 
trends in the 1980s may not do a good job of accounting for develop-
ments after 1990. Of course, some theories that helped explain why labor 
incomes at the very top of the distribution rose so much in the 1980s 
might do a reasonable job in accounting for wage trends after 1990. 
However, theories that explained the 1980s decline in relative wages at 
bottom of the distribution may have to be modifi ed to refl ect the fact that 
wages at the bottom have partly recovered since 1990.

Autor and a variety of his coauthors offer a plausible demand-side the-
ory that accounts for the earnings pattern we have seen since the early 
1990s. In recent years advances in information technology and communi-
cations methods have signifi cantly increased the demand for the cognitive, 
decision-making, and interpersonal skills of managers and professionals 
who are adept at performing abstract, non-routine tasks. The same tech-
nical advances have reduced the relative demand for routine clerical, ana-
lytical, and mechanical tasks that can now be performed more cheaply 
with the assistance of inexpensive machines, such as personal computers. 
Technical advance has been less successful in reducing the need for people 
who perform some of the economy’s least-well paid tasks, many of which 
require the on-the-spot presence of a manual worker. Autor notes that a 
variety of low-skill, low-pay, service sector occupations fi t this descrip-
tion—health aides, security guards, hospital orderlies, cleaners, and serv-
ers. The result is a surge in relative demand for very highly skilled workers 
who can perform abstract, non-routine tasks, comparative stability in the 
demand for workers with the lowest skills, and a decline in the relative 
demand for workers with a middle range of skills. 

I do not have any basic disagreement with this theory, which seems to 
me quite plausible. In addition to the technical and globalization trends 
that Autor emphasizes, however, I think there has also been a change in 
wage-setting practices inside of private fi rms. In the private sector as a 
whole, the change has occurred partly because unions represent a shrink-
ing percentage of the American workforce. Unions now exercise direct 
and indirect infl uence over wages in a narrower and narrower slice of the 
private labor market. Since unions tended to equalize the wages of work-
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ers across skill categories, the reduced infl uence of unions has tended to 
weaken the bargaining power of many workers who perform routine, 
repetitive tasks. Shifts in pay-setting norms within large companies and 
innovations in executive compensation arrangements have also helped 
fuel wage growth at the very top of the pay structure. As already noted, 
this phenomenon has continued up to the present day, and it may con-
tinue in the future.

In the remainder of my comments I want to focus on a deep mys-
tery regarding the supply-side response to the demand-side developments 
Autor describes. In particular, why has the response been so sluggish and 
small? And why has it been particularly small among American men? 
The average payoff to post-high-school formal education has risen, but 
the schooling and skill attainments of U.S. workers, especially men, have 
increased relatively little, both absolutely and in comparison with trends 
in other rich industrialized countries.

As noted in Autor’s paper, one of the most important contributors to 
the growth in U.S. wage inequality has been the growing premium that 
people derive from earning a formal degree after high school. Figure 4.15 
shows my own estimates of the earnings premium received by workers for 
completing a four-year college degree and earning a postcollege degree. 
The chart displays estimates of the log earnings difference between high 
school graduates and two groups of workers with higher levels of school 
attainment, college graduates and workers with at least one postcollege 
degree. To measure the premium for four-year college degrees and post-
college degrees, I regressed the logarithm of workers’ annual labor earn-
ings on age and educational attainment for years between 1968 and 2005 
using the Census Bureau’s March Current Population Survey fi les. In 
order to reduce the sampling variability of the displayed results, estimates 
shown in Figure 4.15 refl ect the centered average of regression coeffi -
cients for fi ve successive calendar years. The estimation sample includes 
full-time, year-round workers between 25 and 64 years old who have a 
valid report of their annual labor income, including both wages and net 
self-employment earnings.1 

The top and bottom panels of Figure 4.15 show sizeable increases in 
the earnings premium enjoyed by college and postcollege degree holders 
during much of the period after 1980. Female degree holders saw their 
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Figure 4.15 
U.S. Trends in Earnings Premium for a Four-Year College Degree versus a
High School Diploma, 1968–2005
Source: Author’s tabulations of 1969–2006 March Current Population 
Survey files.
Note: The figure shows trends in the log pay differential between earnings 
of the indicated educational group and U.S. workers of the same sex who 
have a high school diploma. To reduce sampling variability, the chart shows
5-year centered moving averages of the regression coefficients.
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educational pay premium rise substantially between 1980 and 1992, 
but their gains since 1992 have been very small; see Figure 4.15’s lower 
panel. The increase in the educational pay premium persisted over more 
years for male degree holders, but their gains appear to have slowed or 
stopped in the late 1990s, as shown in the top panel of Figure 4.15. Since 
four-year college completion has become more common among working-
age Americans, the rise in the payoff to advanced schooling has occurred 
against a backdrop of an increasing relative supply of well-educated 
workers. This development leads many labor economists to infer that 
the rising earnings premium for higher education must have signaled a 
rise in the relative demand for highly educated workers. The fact that the 
earnings premium for college and postcollege degrees stopped increasing 
in the middle or late 1990s suggests that some of the factors pushing up 
relative demand for highly educated workers slowed or the availability of 
college-educated workers increased. 

Figure 4.16 shows estimates of the earnings penalty suffered by U.S. 
workers if they have failed to complete secondary school. The estimates 
were obtained using the same method and with the same sample described 
above. These results show that the pay differential between high school 
dropouts and graduates widened between 1980 and the late 1990s, but 
the differential has not widened much in recent years.

Now we come to the puzzle. Why was the supply-side response to 
these relative wage changes so sluggish and small? Figure 4.17 shows 
the trend in college completion rates in the U.S. population between the 
ages 25 and 34 years. This group is comprised of young adults who have 
just attained an age where we should expect that they have completed 
their college education. The broken line in the chart indicates college 
completion rates among women; the solid line shows the same trends 
among men. The fi nancial reward for completing a four-year college 
degree rose steadily and strongly from 1979 to 2000, but college comple-
tion rates rose relatively slowly for women in the 1980s and actually 
declined among 25–34 year-old men in the same decade. College comple-
tion rates for young men and women improved in the 1990s. Nonethe-
less, the college completion rate for men is about the same in 2006 as 
it was in the late 1970s, when the pay premium for a four-year college 
degree was considerably smaller than it is today; see Figure 4.15. Young 
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women apparently pay closer attention to wage trends described in the 
daily papers and business magazines. Today, college completion rates for 
women are appreciably higher than in the late 1970s. Their completion 
rates are, in fact, currently higher than young men’s college completion 
rates. We cannot reject the hypothesis that young women are somewhat 
smarter or more forward-looking than young men. Even among women 
the trends shown in Figure 4.17 represent a bit of a mystery. The pay pre-
mium for a four-year college degree and a postcollege degree rose more 
strongly between 1980 and 1992 than it did in earlier or later years, as 
shown in the lower panel of Figure 4.15. Yet the trend toward higher 
college completion rates actually decelerated in that period. Even young 
women appear slow in responding to price signals in the job market.

Figure 4.16 
U.S. Trends in the Earnings Penalty for Failure to Complete High School,
1968–2005
Source: Author’s tabulations of 1969–2006 March Current Population 
Survey files.
Note: The figure shows trends in the log pay differential between earnings 
of U.S. high school dropouts and workers of the same sex who have a high 
school diploma. The sample consists of full-time, year-round workers. To
reduce sampling variability, the chart shows 5-year centered moving averages 
of the regression coefficients.
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What about college completion rates among prime-age workers? Figure 
4.18 shows the rates of four-year college completion among 35–54 year-
olds in the fi ve and a half decades after 1950. Prime-age males reached 
a peak rate of college completion in the late 1980s. There has been essen-
tially no rise in prime-age men’s college completion since that time. Of 
course, college attainment in this population mainly refl ects educational 
decisions that were made at least a decade, and sometimes up to three 
decades, earlier. Very few 45-year-old men think seriously about enroll-
ing in college. This middle-aged group is not a population segment where 
we would expect to see an instantaneous response to a bigger college pay 
premium. The college completion rate among prime-age women has risen 
much more steadily than the comparable rate among men. This probably 
refl ects the fact that a much bigger percentage of women now expects to 
earn a large fraction of their families’ total income over the course of their 
careers, raising the importance of obtaining a good educational credential 
that commands a premium in the labor market.

The educational decisions that should respond fastest to changes in 
wage signals are those made by adolescents and young adults between 16 
and 24 years of age. In most states 16 years is the oldest age for which 

Figure 4.17 
College Completion Rates of Americans Aged 25 to 34 Years, 1950–2006
Source: U.S. Census Bureau.
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school attendance among youth is compulsory. Few people between 16 
and 24 years of age have to enroll in school if they do not wish to attend. 
Figure 4.19 shows trends in the number of years that young people are 
enrolled in school between the ages of 16 and 24 years. The Census 
Bureau conducts an annual household survey in October asking about  
school enrollment. The estimates displayed in Figure 4.19 show the total 
number of Octobers between ages 16 and 24 years that members of suc-
cessive birth cohorts have spent as enrollees in secondary school, col-
lege, or university. Someone enrolled in each October would have been 
enrolled for a total of nine years. The cumulative number of enrollment 
years rose from 2.9 years for 24-year-old men in 1955 to 4.5 years for 
24-year-old men attaining in 1971. For 24-year-old men in the fi rst half 
of the 1980s, the cumulative number of enrollment years fell below 4.0 
years. From 1986 to 1998 the number of enrollment years increased, 
but for male cohorts attaining age 24 in years after 1998, the number of 
enrollment years has stagnated or declined slightly. In 2005 24-year-old 
young men accumulated only slightly more years of school enrollment 
than 24-year old men in the early 1970s. These enrollment trends seem 

Figure 4.18 
College Completion Rates of Americans Aged 35 to 54 Years, 1950–2006
Source: U.S. Census Bureau.
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puzzling in view of the fact that the male pay premium for completing a 
four-year college degree increased from 28 percent in 1980 to 51 percent 
in the late 1990s. The pay premium for obtaining a postcollege degree 
increased from 39 percent to 76 percent over the same period. Tuition, 
one component of college costs, increased over that period. However, 
another big component of enrollment costs fell— the opportunity cost of 
being enrolled in school. When the real wages of male high school drop-
outs and high school graduates declined, the foregone earnings of young 
men enrolled in school also declined.

The years young U.S. women spend enrolled in school have increased 
more steadily over time. Since 1997, 24-year-old women have accumu-
lated more years of schooling than 24-year-old men. Female enrollment 
rates, however, do not show a clear pattern of response to the rise in the 
pay premium commanded by a four-year college degree. Women’s enroll-
ment rates rose rapidly between the 1960s and early 1980s, when the 
female college premium shrank, and these rates did not rise any faster 
when the college pay premium soared after the early 1980s.

Figure 4.19 
U.S. Trends in Educational Enrollment for Americans Aged 16 to 24 Years,
1955–2006
Source: U.S. Census Bureau.
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It is worth comparing trends in school attainment in the United States 
with educational trends in other rich countries. Tertiary school completion 
rates have been calculated by the Organization of Economic Cooperation 
and Development (OECD) for a number of OECD-member countries. 
Tertiary schooling is defi ned as educational attainment that goes beyond 
a secondary degree but falls short of four-year college completion. Figure 
4.20 contains results for 22 OECD countries. Each square indicates the 
tertiary completion rate among people who were between 45 and 54 
years old in 2003. Each triangle indicates the rate of tertiary completion 
among people who were between 25 and 34 years old in the same year. 
By comparing the two tertiary completion rates, we have a rough indica-
tor of the trend in tertiary completion in each country.

This comparison suggests the United States has seen little trend change 
in its tertiary completion rate over the past 20 years. Note that this esti-
mate combines the completion rates of both men and women. There are a 
couple of other countries where tertiary completion rates have also been 
stagnant, notably New Zealand and Germany. By and large, however, 
most OECD countries have seen increases in their tertiary completion 
rate. In many countries, the gains have been substantial. Note that in the 
older age group, adults between 45 and 54 years of age, the United States 
has the highest tertiary completion rate of any of the 22 countries. In the 
younger age group, people between 25 and 34 years of age, the United 
States ranks only eighth out of the 22 countries for tertiary completion. 
Among these countries, the United States may have experienced the big-
gest increase in the gross fi nancial payoff to obtaining a postsecondary 
educational degree. The wage premium for attainment of a postsecondary 
degree, meaning a four-year college degree or a postcollege degree, was 
typically larger in the United States than it was in other industrial coun-
tries in 1970s, and the premium increased more in the United States than 
it did in most other countries after 1979. In the face of bigger increases 
in the college pay premium, why have tertiary completion rates remained 
stagnant in the United States? 

   One explanation is the country’s high rate of immigration. Although 
immigrants have a college graduation rate that is close to that of native-
born Americans, immigrants also have exceptionally low rates of high 
school completion. They have much lower high school completion rates 
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than native-born residents who are the same age, and many children of 
immigrants fail to enroll in or to complete college. Since immigrants and 
immigrants’ children are a rising percentage of the U.S. resident popula-
tion, the trends shown in Figures 4.17 through 4.20 show slower educa-
tional progress than we would see if U.S. immigration rates were lower 
or if admitted immigrants had more schooling. 

Another explanation for Americans’ slow educational progress is 
that school institutions have captured part of the increase in the edu-
cational pay premium. This has been accomplished by charging higher 
prices, mainly for tuition and fees. Most economists recognize that this 
cost increase has been partly or entirely offset by the declining opportu-
nity cost of attending college. As young people’s wages, especially young 
men’s wages, have declined, their cost of delaying entry into the work-
force has fallen. Nonetheless, a stubbornly high percentage of young 
American men has failed to attend or complete college.

Another possible explanation is a rise in the perceived risk in the pay-
off of attending a postsecondary institution. The college pay premium 
has increased on average, but so too has the variance around the average 
graduate’s pay. There may be a bigger risk that workers with just one 
or two years of college will earn a lower wage than the average wage 
earned by a high school graduate. For instance, a high-school graduate 
who works as a plumber may well earn more than a community-college 
graduate who might work as a store clerk. However, it would require a 
very strong degree of risk aversion for far-sighted workers to remain out 
of college as a result of the increased uncertainty of college graduates’ 
pay.

Why are college enrollment rates rising in other rich countries but 
remaining relatively constant in the United States? One possibility is that 
U.S. teenagers and young adults do not know how to perform the benefi t-
cost calculations that would inform them of the fi nancial advantages of 
college attendance. Compulsory schooling laws provide some protection 
against the shortsightedness of 15-year-olds. State laws oblige 15-year-
olds to attend school. Among people between 16 and 24 years of age, 
the main protection against short-sighted decisions is the infl uence of 
a rational and far-sighted parent. Upper middle-class and middle-class 
parents have many resources with which to bribe their youngsters. Some 
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parents pay for the full cost of a child’s tuition and college room and 
board, and others pay a substantial part of the charges that are not cov-
ered by fi nancial aid. A great deal of evidence suggests these parental 
bribes are successful in persuading middle-income and affl uent children 
to attend college. Recent increases in college enrollment have been con-
centrated among young adults in the middle class and especially in the 
upper middle class.2 In contrast, poorer parents have fewer resources to 
infl uence their children’s secondary and postsecondary educational deci-
sions. Many low-income students cannot borrow enough money or work 
enough hours to pay their college bills while simultaneously maintaining 
an acceptable grade point average. For students who do not particularly 
enjoy schoolwork, the decision about whether to attend college may 
depend on whether their parents bribe them to attend. When returns 
to higher education rise, far-sighted parents will want their children to 
attend college. But while affl uent parents can infl uence their children’s 
decisions by offering to pay, poor parents cannot. As a result, affl uent 
students respond to changes in the long-term benefi ts of obtaining a col-
lege education, while poor students respond mainly to changes in the 
short-term costs of attending college.

An explanation for the divergence between educational attainment 
trends in the United States and other industrial countries may be that 
U.S. postsecondary institutions charge much higher fees than counterpart 
institutions in other rich countries. For that reason, the short-term cost of 
attending college may loom larger in the decisions made by adolescents 
and their parents. Most rich countries impose low charges on the stu-
dents who qualify for admission to college, and a few routinely provide 
generous subsidies to cover the living expenses of enrolled students. It 
is of course possible in the United States for low- and moderate-income 
students to obtain generous fi nancial aid or to enroll in low-cost public 
institutions, at least for the fi rst two years of college. But many eligible 
students may not apply to college if they do not realize how much aid is 
available. Others do not apply because the short-term costs of attending 
seem large in relation to the distant and uncertain income gains they may 
achieve as a college graduate. While adolescents and young adults may 
be equally short-sighted and ill-informed in all industrial countries, the 
United States is unusual in imposing such high and erratic direct costs on 
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students who may enroll in college. The evidence in Autor’s paper and in 
Figures 4.17 through 4.20 strongly suggests that the supply response to 
bigger college pay premiums in the United States has been too sluggish 
and too small to bring the college premium back to its level in the 1960s 
and 1970s.

Notes

1. The basic time trends are similar if I perform regressions based on all workers 
who earn at least $1 per year in wages or net self-employment income. In order 
to offset the effects of year-to-year changes in the Census Bureau’s top-coding 
procedures, I top-coded earnings in every year using a simple and uniform pro-
cedure. Reported earnings that exceeded the 97th percentile of male earnings 
in a given year were recoded to the 97th percentile value for male earners, and 
earnings reports that exceeded the 99th percentile of female earnings in a given 
year were recoded to the 99th percentile value for female earners. This procedure 
means that the estimated education premiums do not capture the full earnings 
advantage enjoyed by well-educated earners in the top 3 percent of the male 
earnings distribution and in the top 1 percent of the female distribution. Thus, 
the estimates almost certainly understate the increase in the education premium, 
especially for men.

2. David Ellwood and Thomas Kane, “Who Is Getting A College Education? 
Family Background and the Growing Gaps in Enrollment,” in Sheldon Danziger 
and Jane Waldfogel, eds., Securing the Future (New York: Russell Sage, 2000).
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The Cyclical Sensitivity of Labor Supply



Cyclical Movements along the Labor Supply 
Function 

Robert E. Hall

I. Introduction

A consensus in macroeconomics holds that the observed higher-frequency 
movements in employment and hours of work are movements along a 
labor-supply function caused by shifts of the labor demand function. 
Recent theoretical thinking has extended this view to include fl uctua-
tions in unemployment, so that macroeconomists can speak coherently 
of movements along an unemployment function caused by shifts in labor 
demand.

I develop an empirical framework for measuring the movements 
along the labor supply function and for measuring shifts of labor sup-
ply. I review data sources for the U.S. economy and conclude that the 
household survey is the only source of data that supports a clean set of 
measures of hours and employment. While recognizing the discrepancy 
between short-run movements of employment from the household survey 
and the employer payroll survey, at this point in my study I am unable 
to make any further contribution to reconciling the puzzle of the higher 
amplitude of employment fl uctuations in the employer survey.

The measurement framework presented in this paper rests on the infer-
ence of an underlying single unobserved variable that determines labor 
supply. At the paper’s end I discuss how this single driving force is related 
to modern macroeconomic labor-market theory. Here I use an econo-
metric model with a latent variable to infer the unobserved variable, 
which turns out to move closely with unemployment. This variable has 
a high correlation with weekly hours as well, though there is much more 
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noise in the measurement of hours from the household survey than in the 
employer payroll survey.

II. Labor Supply and Labor Demand

Figures 5.1 through 5.3 describe four different views of changes that 
occur in the aggregate labor market when labor demand shifts outward. 
The shift may be the result of improved aggregate productivity, declines 
in the prices of inputs other than labor, or a favorable shift in the terms 
of trade. The horizontal axis is total labor input measured in hours per 
year. The vertical axis is the hourly real wage.

Figure 5.1 shows the standard neoclassical view of the labor market, 
which holds that labor supply is fairly inelastic. The labor market clears 
at all times at the intersection of supply and demand. A large outward 
shift in demand raises labor input by a small amount and the wage by 
a substantial amount. As a theory of fl uctuations, the neoclassical view 
fails in describing both dimensions of demand and supply, as cyclical 
fl uctuations in hours are large but small for wages.

Figure 5.2 shows two views with the same properties but very different 
rationalizations. In the real business cycle model, labor supply is highly 

Figure 5.1 
Demand Shift with Inelastic Supply 
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elastic—the aggregate labor-supply schedule is essentially fl at. Real busi-
ness cycle theorists, notably Rogerson (1988), have provided analytical 
foundations for elastic supply and have addressed the important question 
of why studies of labor supply estimated at the level of individuals fi nd 
relatively low elasticities—see Rogerson and Wallenius (2007). Whether 
microeconomic and macroeconomic estimates of labor-supply elasticities 
can be reconciled is a lively topic of debate today.

 The other interpretation of Figure 5.2 takes the middle horizontal line 
to express rigidity of the real wage. It is not a standard supply schedule 
derived from the choices of workers about participation and hours, but 
the operation of a system of employment governance in which employ-
ers choose a level of labor input given a fi xed real wage rate. Theoretical 
rationalizations of this system of governance have not fared well in recent 
years, after early enthusiasm about the possibility that contracts made 
under asymmetric information might take this form. The rigid real wage 
model carries with it an explanation of unemployment—it is the horizon-
tal distance between the actual level of employment and the labor-supply 
curve of Figure 5.1. This rigid wage model is a gap theory of disequi-
librium unemployment. Yet little theoretical work has been done in this 
framework in recent years, especially in the American context.

Figure 5.2 
Demand Shift with Elastic Supply or Rigid Wage 
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Figure 5.3 illustrates the theory of labor-market fl uctuations underly-
ing the measurement work discussed in this paper. As mentioned earlier, 
labor supply has its inelastic neoclassical form. Absent frictions in the 
labor market, shifts in labor demand would cause small changes in hours 
and large changes in hourly real wages. But the model used in this paper 
embodies an economic equilibrium view of unemployment derived from 
an explicit consideration of frictions. Unemployment is not a gap but is 
the result of the interaction of search and matching frictions and com-
pensation determination. The search and matching elements are from 
Mortensen and Pissarides (1994). As Shimer (2005) demonstrated, search 
and matching frictions are not enough to explain cyclical fl uctuations in 
unemployment. Shimer’s paper set off an enthusiastic investigation of 
many different modifi cations of the Mortensen-Pissarides model. It is too 
early to say which will emerge as the leading explanation.

 The Mortensen-Pissarides model describes physical frictions (such as 
the search and hiring process on the part of fi rms and workers) in the labor 
market but not wage frictions. Wages clear the market in a sense that they 
are the result of an unrestricted voluntary bargain between employers 
and workers. The simplest way to alter the Mortensen-Pissarides model 
in a way that makes it consistent with Figure 5.3 is to introduce what 

Figure 5.3 
Demand Shift with Equilibrium Unemployment 
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I call equilibrium wage stickiness (see Hall 2005a). With this form of 
wage rigidity, the extended Mortensen-Pissarides model implies that an 
outward shift of labor demand, as it tries to push the wage up, will also 
reduce unemployment substantially. The result, as Figure 5.3 shows, is an 
increase in labor input that is much larger than the movement along the 
labor supply schedule because of the added effect of drawing people out 
of unemployment and putting them to work.

The line of thought expressed in Figure 5.3 embodies a full economic 
treatment of an individual’s three possible activities related to the job 
market—remaining completely out of the labor force (specializing in non-
market activity), looking for work, and being employed. In that sense, it 
is a natural extension of modeling from two activities, as illustrated in 
the fi rst two fi gures, to three activities. But it is important to understand 
that the unemployment curve shown in Figure 5.3 is not just an expres-
sion of individual choice about how much time to spend looking for 
work. Rather, it is the equilibrium of the search and matching process 
together with wage determination. Individual choices about search and 
job acceptance are only one component of that equilibrium. For further 
discussion, see Hall (2008).

III. Earlier Work on Cyclical Fluctuations in the Labor Market

All of the earlier macroeconomic research that I have located so far takes 
unemployment, employment, or output as the measure of the business 
cycle in the labor market. I am not aware of work that infers an unob-
served index.

Participation
Tella (1964) was an early and infl uential investigator of higher-frequency 
movements in aggregate labor-force participation. He considered the 
relation between the participation rate and the employment-to-popula-
tion ratio, focusing on higher frequencies by using fi rst differences and 
fi nding coeffi cients of 0.40 for men and 0.62 for women. These fi gures 
are substantially higher than those found in later work and in this paper, 
probably because participation is one of the components of the right-
hand variable, and because he used data from 1948 through 1962, when 
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women’s labor force participation was lower than it has been in subse-
quent decades.

Wachter (1977) found that for men, participation increased for all 
age groups in tight labor markets with low unemployment, though the 
effects are small except for teenagers and those over 65 years of age. For 
women, he found similar results for all but the older groups, for whom 
participation declines in tight markets.

Hours
Raisian (1983) studied the cyclical variation of hours per week and weeks 
per year as a function of experience in the labor market, using data from 
the Panel Study of Income Dynamics. He found that the elasticity of hours 
per week with respect to the employment rate (1 minus the unemploy-
ment rate) was 0.30, and that the elasticity of weeks per year was 1.14. 
The latter fi gure implies an elasticity of participation of 0.14.

Cho and Cooley (1994) took as a stylized fact of the U.S. business cycle 
that one-quarter of the variation in total hours of work is in hours per 
worker, and the remaining three-quarters is in workers per member of the 
working-age population. These are approximately the relative standard 
deviations of Hodrick-Prescott fi ltered hours per worker and employment.

IV. Framework and Data

The objective of this paper, which is part of a larger research agenda, is 
to develop a conceptual framework and corresponding data in which the 
three dimensions of labor supply—participation, employment rate, and 
hours—play roles derived from the macroeconomic theory of labor sup-
ply and unemployment.

The modern theory that provides the logical starting point for this 
paper’s measurement framework runs as follows: Individuals have pref-
erences defi ned over hours spent at home, hours of search, and hours of 
work. Each period (months are used in this paper) they choose an alloca-
tion of hours out of a set of available choices. Hours spent looking for 
work and hours spent at home are not restricted, but hours spent at work 
depend on the jobs available that period—workers do not have unilateral 
choice over jobs or the hours of jobs.
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The macroeconomic theory of unemployment that has emerged from 
Mortensen and Pissarides’s pioneering work focuses on the interacting 
behavior of job-seekers and employers. Hall (2007) gives an extended 
discussion of a generalization of their model. The job-creation efforts 
of employers control the unemployment rate. Employers respond to the 
job-creation incentive defi ned by the gap between the marginal prod-
uct of labor (that is, labor demand) and the wage they expect to pay 
a newly hired worker. Wage fl exibility is a key issue. If an increase in 
labor demand results in an equal increase in the wage, job creation and 
thus unemployment remain unchanged. The stickier the wage, the stron-
ger is the decline in unemployment in response to an increase in labor 
demand. Some bargaining models imply sticky wages—see Hall and Mil-
grom (2008). Another source of wage stickiness is effi ciency wages—see 
Alexopolous (2004).

Individuals’ and fi rms’ choices map into the three observable labor 
market activities for individuals. The Current Population Survey (CPS) 
uses certain important conventions in assigning individuals to activities. 
Although the CPS is a monthly survey, it uses a combination of time peri-
ods in the assignment process. The fi rst convention is that work trumps 
any other activity, in the sense that a person who worked even one hour 
in the week before the survey is counted as employed, notwithstanding 
any other time spent at home or in a job search. The second convention 
is that a person not recorded as employed is recorded as unemployed if 
the person was not participating in the workforce in the previous week, 
but made any of a variety of designated types of efforts to fi nd a job in the 
preceding four weeks. Those who fail to meet the criteria for employment 
or unemployment are counted as out of the labor force.

The recent launch of the American Time Use Survey (ATUS) will pro-
vide a far more complete view of the allocation of household time. The 
new survey focuses on measuring all uses of time rather than assigning 
individuals to categories based on partial measures. However, the size of 
the ATUS sample is not large enough to support good national estimates 
of monthly labor-market status.

Flinn and Heckman (1983) make the reasonable proposal that the 
unemployed should be taken to be non-working individuals who have a 
probability, above a designated threshold, of fi nding work in the coming 
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period. The CPS defi nition of unemployment appears to implement a 
rough approximation to the Flinn-Heckman defi nition. Along with Flinn-
Heckman, the CPS defi nition does not classify people as unemployed if 
these individuals have decided that no job realistically likely to become 
available would be superior to engaging in non-work activities. The 
CPS has a separate category for these people, often called discouraged 
workers.

The home activities that occupy all individuals, employed or not, 
include home production as well as leisure. As the ATUS shows, these 
activities include shopping, cooking, and caring for others, together with 
sleep and pure leisure, such as watching television or socializing.

V. Measuring Employment

The Bureau of Labor Statistics (BLS) runs two independent surveys aimed 
at determining a seemingly simple concept: the number of people at work 
in the United States at a given moment. In addition to the CPS count of 
employment, the BLS surveys employers about the number of workers 
on their payrolls. Almost from the beginning of the household survey, 
economists noted cyclical discrepancies between the two surveys—the 
payroll measure of employment rises faster in expansions and falls faster 
in recessions than does the CPS measure. The report of the President’s 
Committee to Appraise Employment and Unemployment Statistics com-
mented extensively on the issue in 1962. Economists affi liated with the 
party in power fi nd reasons to praise the CPS measurement during reces-
sions—especially the most recent one—while others cite the payroll sur-
vey as the more accurate description of the ravages of the downturn.

Figure 5.4 compares employment counts from the two sources. It 
shows the raw ratio of the payroll count to the household count together 
with its higher-frequency component. The latter comprises the residuals 
from a regression of the ratio on a fourth-order polynomial in time. The 
payroll count rose irregularly from 82 percent of the CPS level in 1959 
to 97 percent at its maximum at the end of the 1990s and then fell to its 
current level of 94 percent.

The higher-frequency component of the ratio comparing the house-
hold survey with the employer survey is conspicuously correlated with 
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the business cycle. In each recession, the payroll count falls by 1 to 3 
percent of the CPS count. The decline was particularly large in the most 
recent recession. It was large in the worst postwar recession that took 
place in 1981–1982, but not as large in the other deep postwar recession 
that occurred between 1973 and 1975.

The cyclical discrepancy between these two measures remains almost 
entirely unexplained. Table 5.1 shows a dissection of the conceptual dif-
ferences between the two employment measures based on Bowler and 
Morisi (2006). The top line is the percentage shortfall of the payroll count 
from the CPS count. During the expansion years, 1994 through 2000, the 
shortfall shrank and then expanded during the recession and following 
years, 2000 through 2004. The column headed Cycle is the percentage 
growth from 2000 through 2004 plus two-thirds of the shrinkage from 
1994 though 2004. This fi gure is zero if the fi gures to the left grow linearly 
with time and is positive if the fi gures to the left fall during the expansion 
and rise during the contraction, as the payroll shortfall plainly does.

Ratio (left axis)

Ratio Regression residual

Higher-frequency component (right axis)
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Figure 5.4
Ratio of Payroll Employment to Current Population Survey Employment
Source: U.S. Bureau of Labor Statistics, U.S. Census Bureau, and author’s 
calculations.
Note: The higher-frequency component comprises the residuals from a regression 
of the ratio on a fourth-order polynomial in time.
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The entries collectively labeled “Components from CPS” report com-
ponents of CPS employment measures that are conceptually different 
from the payroll data, stated as percentages of the total CPS employment 
count. The business-cycle measure is given in the right column for each 
adjustment. A positive cycle measure means that the component helps 
explain the pro-cyclical discrepancy between the employer payroll mea-
surement and CPS household counts.

The fi rst of the conceptual differences between the two employment 
measures is that the CPS one includes the self-employed and wage earners 
in agriculture, whereas the payroll data exclude agricultural employment. 
The cycle measure is negative for this component—the strong labor mar-
ket of 2000 resulted in an upward defl ection in agricultural employment. 
This phenomenon only deepens the mystery of the cyclical discrepancy, 
as it would make the CPS measurement by itself more cyclical than the 
payroll data.

The second adjustment shows an important source of the cyclical dis-
crepancy—self-employment—which declined sharply as a fraction of 
CPS employment during the 1994–2000 expansion, and rose a bit during 
the 2001 recession and its aftermath. The payroll data exclude the self-
employed.

The four remaining CPS components shown in Table 5.1 account for 
trivial percentages of the cyclical movements. Unpaid family workers and 

Table 5.1
Components of CPS Employment Related to Conceptual Differences from 
Payroll Data

1994 2000 2004

Shortfall of payroll jobs

Components from CPS
 Agriculture
 Non-ag self employed
 Non-ag unpaid family workers
 Private household workers
 Unpaid absence
 Multiple jobholders

Total components

7.13

2.77
7.32
0.11
0.78
1.62

−5.51

7.09

3.73

2.47
6.40
0.08
0.66
1.47

−5.20

5.88

5.58

1.60
6.80
0.06
0.56
1.38

−5.07

5.33

4.12

−0.67
1.00
0.01

−0.01
0.01

−0.07

0.27

Cycle
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private household workers, included in the CPS but excluded from the 
payroll data, comprise tiny fractions of total employment and have no 
cyclical component. People who have jobs but are not currently being 
paid—individuals counted in the CPS household measurement but not in 
the payroll data—make no contribution to the cycle. And second jobs—
counted twice in the payroll count of jobs but only once in the CPS count 
of employed people—make a small contribution in the wrong direction 
to explain the discrepancy between the two employment estimates.

Notice that the total CPS components almost perfectly match the pay-
roll counts in the years 1994 and 2004, but result in an excess of payroll 
employment in the peak year, 2000.

According to Table 5.1, the cyclical discrepancy in employment counts 
between the two surveys is almost completely a mystery. The table covers 
all but one of the important conceptual differences between the surveys, 
the length of the reference period. In the CPS measurement, a person 
who worked one hour or more in the week before the survey counts 
as employed. The payroll survey counts the number of people on an 
employer’s payroll at any time during the pay period that includes the 
twelfth of the month. My impression is that pay periods are generally 
two weeks, half a month, or a month. 

Explaining the relationship between the length of the pay period and 
the overstatement of monthly snapshot of unemployment by the payroll 
data is simple: the overstatement is the weekly rate of new hires times 
the number of weeks in the pay period. Hall (2005b) discusses evidence 
on cyclical variation in the new hire rate. The Job Openings and Labor 
Turnover Survey (JOLTS) measures the new hire rate directly and shows 
little variation in the only business cycle that has occurred since it was 
launched in 2000. The separation rate is an excellent proxy for the new 
hire rate—the two measures differ only by the rate of change of employ-
ment, which at all times is insignifi cant in comparison to the levels of 
new hires and separations. The CPS has measured total separations since 
1994, so it too includes only the most recent cycle. Figure 2.4 in Hall 
(2005b) shows that the monthly separation rate fell by about half a per-
cent from the strong labor market of 2000 to the weak market of 2003. 
The weekly rate thus fell by a little over one-tenth of one percent. Even 
if the pay period is monthly, or four weeks, cyclical variations in the 
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overstatement of employment caused by longer pay periods are tiny in 
relation to the observed discrepancy in the cyclical behaviors of CPS and 
payroll employment measurements.

Absent an understanding of the source of the extra cyclical movements 
of the payroll employment data, it is not possible to use the data in the 
three-activity framework normally used in research on labor-market 
dynamics. The diffi culty is that the individual fractions of the population 
engaging in the three possible activities—out of the labor force, unem-
ployed, and working—must sum to one. The payroll survey provides no 
measure of the fi rst two activities. One would have to adjust the frac-
tions from the CPS household survey for calculating the fractions of the 
population that are out of the labor force and are unemployed to satisfy 
adding up to one. There is no basis for making the fraction of those out 
of the labor force and the fraction of those unemployed more countercy-
clical than is reported in the CPS, but these adjustments would be needed 
to incorporate the payroll employment data.

VI. Data on Hours

The CPS asks the household respondent (often not the actual worker 
whose activity is reported), a question like, “So, for last week, how many 
hours did the individual actually work at her or his job?” (the computer 
tailors the question to the individual worker). The survey procedure 
gathers hours separately by job for multiple-job holders. The respondent 
decides what constitutes an hour of work—whether it includes breaks, 
setup time, and the like.

The CPS measure of hours drops dramatically at random, such as 
when a holiday falls in the reference week. The choice of the reference 
week as the one including the twelfth of the month dodges Thanksgiving, 
Christmas, and several other major holidays, but cannot exclude every 
holiday celebrated in the United States. Monthly plots of hours show 
these drops.

The BLS also provides a comprehensive measure of hours based pri-
marily on the payroll data, extended to agriculture and self-employment 
with CPS data; see the Major Sector Productivity and Costs (MSPC) index 
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at http://bls.gov/lpc/home.htm. The payroll survey determines hours paid 
per job from employers. The MSPC index restates the results on the basis 
of hours worked rather than hours paid, using another survey that col-
lects both. The MSPC index also uses CPS hours for workers not covered 
by the payroll survey. Although the MSPC measure of hours is mainly 
hours per job rather than hours per worker, there is so little cyclical varia-
tion in jobs per worker that the distinction is unimportant for the study 
of cyclical phenomena.

Figure 5.5 compares the two sources of data on hours. Hours as mea-
sured by the MSPC fell by about 10 percent relative to CPS hours from 
1959 to 2005. I am not aware of any discussion or explanation of this 
behavior. As in Figure 5.4, I also show the higher-frequency component. 
It is relatively small and not conspicuously cyclical. Apart from the differ-
ing trend, there seems no important discrepancy between the measures.
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VII. The Single Driving Force of Movements along the Labor Supply 
Function

The consensus of modern macroeconomics is that shifts of labor supply 
are not a signifi cant driving force of the business cycle. Rather, productiv-
ity shocks, oil shocks and other shifts in the terms of trade, and changes 
in other factor prices move workers along their labor supply schedules. 
Hours of work refl ect variations over time in the current payoff to work 
relative to the value of other activities. Choices about whether to partici-
pate in the labor market also refl ect a similar choice. Both of these derive 
from perfectly standard models of labor supply.

A more recent extension, deriving from the work of Mortensen and Pis-
sarides (1994), of this consensus view has developed a model incorporat-
ing job search, the third use of an individual’s time, that responds to the 
same factors affecting labor supply. Hall (2007) shows how unemploy-
ment fi ts into a model of labor-market fl uctuations. That paper derives 
two indexes that jointly capture the driving forces of labor-market fl uc-
tuations. One index describes the overall well-being of households, based 
on expectations of future earnings. The other describes the current state 
of the labor market. The two indexes are highly correlated, so it is a 
reasonable approximation to treat the labor market as having a single 
driving force, the approach taken in this paper.

The important point that derives from this line of thought is that a 
single force drives all three key measures—participation, unemployment, 
and hours of work. This single force is the current position of the labor 
demand function in relation to its typical level trend. When labor demand 
is unusually strong, labor force participation rises, unemployment falls, 
and hours of work rise. The rest of this paper will derive a measure of the 
single driving force from the multiple indicators and measure the relative 
cyclical sensitivities of participation, unemployment, and hours.

The model underlying this work—and the conclusion about a single 
driving force—does not necessarily rest on any ideas of the kind usually 
labeled Keynesian. In fact, all of the paper’s conclusions, except the mag-
nitude of the fl uctuations, will hold in a neoclassical, real-business-cycle 
model, extended only in the direction of Mortensen-Pissarides. Although 
the easiest way to explain the observed amplitude of the responses of 
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labor-market variables to the driving force is with sticky wages, it is an 
open and very interesting question whether other mechanisms may be 
involved as well, or if any wage or price stickiness is required to explain 
the labor supply response.

To derive a measure of the single driving force, I use three monthly 
measures that track the business cycle. Two measures are from the labor 
market: unemployment and hours. To put unemployment in a form that 
makes it interchangeable (except for sign) with employment per partici-
pant in a log-additive framework, I measure unemployment as the nega-
tive of the log of the employment rate. The third measure in the cyclical 
model is real disposable personal income per capita (see National Income 
and Product Accounts, Table 2.6).

The following econometric setup enables the measurement of the com-
mon driving force, zt:

(1) yt = γyzt + τy (t) + εy,t

(2) ut = γuzt + τu (t) + εu,t

(3) ht = γhzt + τh (t) + εh,t .

Here yt is log real income, ut is the unemployment rate, and ht is the log 
of weekly hours of work. The γ s are the loading factors of the observed 
variables on the unobserved driving force, zt. These factors are interpreted 
as elasticities of the component with respect to the cyclical driving force. 
The τ(t) functions capture slower-moving non-cyclical determinants of 
the observed variables and the εs are the idiosyncratic higher-frequency 
movements not associated with the cyclical driving force zt —the εs are 
assumed to be uncorrelated with zt. I assume that zt, whose units are 
arbitrary, has a variance of one. I also assume that γu is negative, so zt is 
procyclical.

I specify the τ(t) functions as fourth-order polynomials in time. I also 
include seasonal dummies for hours because the data are not season-
ally adjusted. The model has two sets of moment conditions. The fi rst 
are standard regression conditions—orthogonality of the time variables 
in the τ functions with the disturbances. The regression part—like all 
regressions—has the same number of moment conditions and unknown 
parameters, and is exactly identifi ed.
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The second set of moment conditions describes the latent-variable 
structure of the disturbances. This part of the model has six observed 
moments: three variances of the ε disturbances, Vy, Vu, and Vh, and three 
covariances, Cu,y, Cu,h, and Ch,y. It has six unknown parameters, γy, γu, 
γh, σy, σu, and σh, where the last three are the standard deviations of the 
idiosyncratic components. The latent-variable model is exactly identifi ed 
and has the following moment conditions: 

(4) Cu,y = γuγy , 

(5) Cu,h = γuγh ,  

(6) Ch,y = γhγy ,  

(7) σy
2 = Vy − γ 

y
2 , 

(8) σu
2 = Vu − γ 

u
2 , 

(9) σh
2 = Vh − γ 

h
2 . 

The overall model is exactly identifi ed. Its moment conditions are 
block-triangular—I can solve for the regression parameters fi rst, and then 
derive the latent-variable parameters. The fi rst step is to estimate regres-
sions of the three variables on the components making up the τ functions 
(powers of t and seasonal dummies). I denote the residuals from these 
regressions as ŷt and similarly for u and h. The variances and covariances 
in the moment conditions for the latent-variable model then refer to the 
hatted residuals.

From the moment conditions, I derive

(10) γ y
u y h y

u h

C C

C
= , ,

,

,

with the square root taken as positive. The remaining parameters come 
directly from the moment conditions. Notice that the model imposes 
a condition on the signs of the covariances—the expression under the 
square root is non-negative. In addition, the implied values of the squared 
values of three σ parameters must be non-negative.

To infer the values of the single driving force zt, I use the projection 
of z on the observed variables; that is, the fi tted values of the regression 
of z on those variables. The regression coeffi cients are the inverse of the 
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covariance matrix of the variables (observed), multiplying the vector of 
covariances of z and the variables. The covariances are just the estimated 
parameters γ, because the variance of z is one.

Table 5.2 shows the results of these calculations. The top panel shows 
the variances and covariances of the residuals from the preliminary 
regressions. The unemployment rate is in percent and real income and 
hours in 100 times their natural logs. Hours and unemployment have 
about the same variances but the variance of real income, around its 
lower-frequency trend, is quite a bit higher. The covariances of the three 
variables are as expected—unemployment is countercyclical and income 
and hours are procyclical.

The fi rst line in the lower panel of Table 5.2 shows the loading coef-
fi cients, γ, for the three variables. Unemployment has a loading coeffi -
cient on the cyclical driving force of just under 1. The next line shows 
that unemployment has a fairly low idiosyncratic movement—the vari-
ance of its non-cyclical higher-frequency movements is only 0.22. Real 
income loads on the cyclical component with an elasticity of 1.39 and has 
an idiosyncratic variance of 2.27, about half its total variance of 4.20. 
Hours load on the cyclical driving force with an elasticity of 0.56, leaving 
a large idiosyncratic variance of 1.32 out of its total variance of 1.64.

The a coeffi cients for extracting the implied time series for the driving 
force z show that the optimal inference places a large negative coeffi cient 
on unemployment and smaller positive coeffi cients on real income and 
hours. Figure 5.6 shows the index ẑt. 

Table 5.2
Inference of Cyclical Driving Force from Data on Unemployment, Real Income, 
and Hours

Unemployment Real income Hours

Moments
 Unemployment
 Real income
 Hours

Parameters
 Loading on z, γ
 Variance, σ²
 Coeffi cients for z, a

1.14

−0.96
0.22

−0.696

−1.33
4.20

1.39
2.27

0.097

−0.54
0.78
1.64

0.56
1.32

0.068



The Cyclical Sensitivity of Labor Supply258

VIII. Cyclical Sensitivity of Participation, Unemployment, and Hours

I am now equipped to answer the basic question of the cyclical sensi-
tivities of participation, unemployment, and hours. Table 5.3 shows the 
loading factors for the three dimensions of work effort on the driving 
force, z. For employment, the coeffi cient is the positive value of the one 
shown in Table 5.2 and for hours, it is the value shown there. For par-
ticipation, not included in the earlier model, I show the coeffi cient of the 
regression of log of the CPS participation rate on the inferred measure, z̃ ; 
the regression also includes the fourth-order polynomial in t as in the ear-
lier regressions. For all three components, I measure the standard error 
from that type of regression. The total loading shown at the bottom is 
just the sum of the loadings of the three components.

The fi rst line of Table 5.3 shows the small but statistically unambigu-
ous cycle in participation. Recall that the units of the cyclical driving 
forces are standard deviations of cyclical movements in the labor market. 
A one standard deviation tightening of the labor market raises participa-
tion by 0.2 percent. Because the aggregate level of participation is around 
60 percent, this increase in the driving force increases labor force partici-

Figure 5.6
Index of the Single Driving Force
Source: U.S. Bureau of Labor Statistics, U.S. Census Bureau, and author’s 
calculations.
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pation by about 0.12 percentage points. The response of participation is 
11.6 percent of the total response of labor input.

Employment, shown in the second line, is a bit more than half of the 
total cyclical variation. A tightening of the market by one standard devia-
tion raises employment and lowers unemployment by just under one per-
centage point.

Weekly hours, shown in the third line, account for a third of total cycli-
cal variation in labor input.

Tables 5.2 and 5.3 deal with labor measures per person. Table 5.4 con-
siders the employment count, the product of population, participation, 
and the employment rate. I will not consider the employment count in 
the rest of the paper, but it does permit a further consideration of the dif-
ference between the CPS and payroll data, as the latter take the form of 
employment counts only, without the breakdown into population, par-
ticipation, and the employment rate.

Table 5.4 needs to put population on the same footing as the other 
measures, as the higher-frequency component obtained as residuals from 

Table 5.3
Loading Coeffi cients for the Three Dimensions of Work on the Cyclical Driving 
Force

Loading Standard error Percent of total

Participation

Employment

Hours

Total

0.197

0.957

0.534

1.696

(0.008)

(0.008)

(0.099)

(0.075)

11.6

56.5

31.5

Table 5.4
Cyclical Loading Coeffi cients for Number of Employed Workers

Loading Standard error

Population

Participation

Employment rate

CPS employment

Payroll employment

−0.147

0.197

0.958

1.006

1.512

(0.018)

(0.008)

(0.008)

(0.029)

(0.048)
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the regression of the log of population on a fourth-order polynomial in 
time. Then, to reconcile the CPS measures, including population, with 
the payroll measure in the measurement framework used in the paper, it 
needs to measure the loading of population on the cyclical driving force. 
The population loading component is −0.147, with a standard error of 
0.018. How can population be countercyclical? Obviously population 
does not respond to the forces that cause the business cycle, but popula-
tion swings could be a contributor to the cycle. This hypothesis seems 
to be part of the explanation—unusually low population growth during 
World War II led to a tighter labor market in the late 1960s, before the 
baby boomers entered, and unusually high population growth led to a 
slacker market in the period containing the weakest labor market, 1973 
through 1983, as the boomers started work. Another part of the expla-
nation is discontinuous increases in the population estimates used in the 
CPS at the beginning of 1990 and 2000, both near cyclical peaks.

The loading of the CPS employment count on the cyclical driving force 
is very close to 1. The loading is only slightly higher than the loading for 
employment per participant in Table 5.3, because the negative effect of 
population offsets the positive role of participation.

By contrast, the loading of the log of payroll employment on the cycli-
cal driving force is much higher, at 1.512. The stronger cycle in payroll 
employment shows through prominently in the framework of the cyclical 
driving force, even though the driving force is derived completely inde-
pendently of the payroll data.

Although higher-frequency changes in the working-age population are 
shifts of labor supply rather than movements along a labor-supply func-
tion, the movements in participation, unemployment, and hours consid-
ered in this paper are movements along their respective functions. The 
discovery that population movements are part of the driving force of 
those movements is quite consistent with the overall framework of this 
paper.

IX. Cyclical Responses by Demographic Groups

Table 5.5 breaks down the responses shown in Table 5.3 by age and sex, 
to the extent that the data are available from the BLS. Long historical 
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tabulations of the data are incomplete, though the important features of 
the differences among demographic groups are visible and in accord with 
prior beliefs. The hours data in Table 5.5 begin in June 1976.

Table 5.5 confi rms that the participation elasticity is higher for 
younger workers (those under 25 years of age) and for older workers 
(those over 54 years of age), and among younger workers is higher for 
women than for men. The more elastic groups contain a larger fraction 
of people who are close to the margin between choosing to participate 
in the labor force and choosing to specialize in non-work activities, pri-
marily activities at home and attending school. Unemployment among 
men and among younger workers is more sensitive to the driving 
force.

The elasticities of hours with respect to the cyclical driving force are 
slightly lower for women than for men. For both sexes, the response of 
hours is much higher for the younger workers.

Table 5.5
Loading Coeffi cients for Participation, Unemployment, and Hours by Age and 
Sex

Participation

Unemployment

Hours

Male

Female

Male

Female

Male

Female

16 to 24
25 to 54
55+

16 to 24
25 to 54

16 to 24
25 to 54

16 to 24
25 to 54

16 to 19
20 to 24
25+

16 to 19
20 to 24
25+

0.339
0.146
0.349

0.679
0.147

−2.283
−1.081

−1.537
−0.867

2.273
1.179
0.699

2.125
1.135
0.573

(0.071)
(0.016)
(0.065)

(0.095)
(0.047)

(0.029)
(0.018)

(0.028)
(0.013)

(0.105)
(0.057)
(0.057)

(0.107)
(0.066)
(0.070)

Sex Age Loading Standard error
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X. A More Complete View of Driving Forces

Hall (2008) develops a model of labor supply and unemployment derived 
from the underlying principles of labor supply and a generalization of 
the Mortensen-Pissarides search-and-matching view of unemployment. 
In the Hall model, hours of work and unemployment are linked to the 
rest of the economy through two variables. One is the marginal product 
of labor, which conveys the demand for labor. The other is the marginal 
utility of consumption, which conveys the long-run well-being of work-
ers. Because the marginal product of labor is the primary determinant 
of well-being and because the marginal product of labor tends to evolve 
as a random walk, the marginal product of labor and the marginal util-
ity of consumption are quite highly correlated. In this paper, I make the 
approximation that the correlation is so high that these can be treated as 
a single variable, which I call the driving force, z. 

The analysis of some issues of the response of labor-market variables 
requires the two-variable framework. In particular, all macroeconomic 
models agree that an expansion in government purchases of goods and 
services tightens the labor market, raises hours of work, and decreases 
unemployment. The increased government spending does not change the 
demand for labor as measured by the marginal product of labor. Instead, 
it depresses long-term well-being because any increase in government 
purchases must be paid for, sooner or later, by reduced consumption. 
Hours of work increase because of the negative wealth effect in labor 
supply—higher government purchases decrease wealth and raises hours. 
Hall (2007) shows that the same effect operates on unemployment—
lower wealth results in lower unemployment.

In the framework with two variables, the consensus I noted in the 
introduction might be phrased more precisely as “a consensus in mac-
roeconomics holds that the observed higher-frequency movements in 
employment and hours of work are movements along labor-supply and 
employment functions caused by changes in fundamentals acting through 
the marginal product of labor and the marginal utility of consumption.” 
The consensus viewpoint rules out shifts of the labor-supply and employ-
ment functions as important sources of fl uctuations.
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XI. Interpretation

I have not tested the consensus viewpoint that shifts in labor demand 
account for most of the cyclical variation in labor input. But it holds up 
well provisionally in the analysis of this paper. First, all three compo-
nents of the labor demand function—participation, the employment rate 
for participants, and hours per week of workers—respond positively to 
my measure of cyclical shifts in labor demand. Because these shifts are 
transitory, these involve mostly substitution effects. Basic labor-supply 
theory shows that the substitution effect in participation and in hours per 
worker should be positive. The extended Mortensen-Pissarides theory 
requires the substitution effect for the employment rate to be positive as 
well.

More than half of the extra labor input in a cyclical upswing is drawn 
from the ranks of the unemployed. No model of the cycle in the labor 
market can claim any realism unless it takes this fi nding seriously. It 
is inappropriate to lump those assigned by the CPS to unemployment 
together with those workers found to be out of the labor force, because 
the unemployed are much more likely to be employed a month later. The 
unemployed are truly different from other people who are not working 
because they generally wind up working within a few months.

Research trying to explain the high cyclical elasticity of unemploy-
ment has made exciting advances in the past few years, but a great deal 
remains to be done.

� Prepared for the 52nd Economic Conference of the Federal Reserve 
Bank of Boston, Cape Cod, June 18 to 20, 2007. This research is part 
of the Economic Fluctuations and Growth program of the National 
Bureau of Economic Research. Data and programs are available from 
the author—Google “Robert Hall”.
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Comments on “Cyclical Movements along the 
Labor Supply Function” by Robert E. Hall

Katharine G. Abraham

I very much enjoyed reading Hall’s paper. From an empirical point of 
view, the paper does two things. First, it develops an innovative measure 
of high frequency shifts in labor demand. Second, given this monthly 
index of labor demand, it decomposes the total response of labor input 
to shifts in labor demand into the pieces represented by changes in labor 
force participation, changes in the share of people in the labor force who 
are employed, and changes in weekly hours. I will discuss these topics in 
turn.

As conceptualized in the paper, the index of labor demand is a latent 
variable that drives observable outcomes in the labor market. The behav-
ior of this driving force is inferred from de-trended data series on the log 
of real personal disposable income per capita, the unemployment rate 
(measured as the negative of the log of the employment rate), and the 
log of weekly hours of work. Three regression equations are specifi ed, 
each of which relates one of the observed variables just mentioned to the 
unobserved cyclical driving force (zt), a fourth-order polynomial in time 
and, in the hours equation, a set of seasonal dummies. The values of the 
zt variable are inferred using a set of moment conditions. These implied 
values are somewhat surprising, in the sense that they do not conform 
especially well to what most people think they know about the relative 
severity of recessions over the last few decades. In particular, the behavior 
of this index of labor demand is virtually the same in the recession of the 
early 1990s as in the recession of the mid-1970s, whereas conventional 
measures show the mid-1970s recession to have been much more severe 
than the recession of the early 1990s. This leads me to wonder what it 
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is about the way in which the labor demand index is constructed that 
produces this result. One observation I would make is that the index of 
labor demand in essence refl ects the behavior of the residuals of the three 
observable variables—personal income per capita, unemployment, and 
weekly hours—from a quadratic trend. The quadratic trend may pick 
up not only the longer-term infl uences on the observable variables it is 
intended to capture, but also movements that more properly could be 
considered cyclical.

A second observation relates to the use of personal disposable income 
in the system of equations from which the labor demand index is derived. 
Given the purpose for which the system is estimated, it would seem that 
the dependent variables in the individual equations should be outcomes 
that depend rather directly on the demand for labor. Much of personal dis-
posable income can be categorized as labor income, but personal dispos-
able income also includes the part of proprietor’s income that represents 
returns to capital as well as a substantial amount of government transfer 
payments. I wonder whether it might not have been better to construct 
the system using a measure of employee compensation as a dependent 
variable in place of the measure of personal disposable income. 

The most serious question I have about the system of equations Hall 
used to estimate the labor demand index, however, is the presence of sep-
arate equations for employment and hours. Thinking about how adjust-
ments to changes in the demand for labor occur, employment and hours 
can be viewed as substitutes for one another: if the demand for labor falls, 
fi rms may reduce employment, cut workers’s hours, or a combination of 
both. The point here is that employment and hours need not respond in 
the same way to changes in the demand for labor. With the estimating 
equations as specifi ed, however, it is the co-movements in these variables’ 
responses that will be refl ected in the index of labor demand. This then 
leads me to wonder whether it might not have been better to use a mea-
sure of total hours, rather than separate measures of employment and 
weekly hours, in the estimating equations. 

Let me turn now to the second part of the paper, which looks at the 
responsiveness of participation, employment, and weekly hours of work 
to changes in the index of labor demand. The equations used to estimate 
these responses are specifi ed in a rather parsimonious fashion. For start-
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ers, the model makes no allowance for lags in the response of any of the 
three labor input variables to changes in labor demand. It also makes 
no allowance for changes over time in the way in which the different 
labor input variables respond to changes in labor demand. As an aside, I 
might also mention that one needs to be careful in characterizing the esti-
mates obtained from the model. The paper is very careful in its choice of 
words—talking about labor input rather than labor supply—but this is a 
conference on labor supply and, to the extent that decisions about hiring 
and hours are made by the employer rather than by the worker, it should 
be emphasized that the outcomes that are observed cannot be interpreted 
as labor supply responses, but rather can be traced to labor demand. 

The main fi ndings in this part of the paper decompose the response of 
labor input to changes in labor demand into shares due to changes in labor 
force participation, changes in the (un)employment rate, and changes in 
hours of work. Changes in labor force participation are relatively unim-
portant. A suggestion to be made here is that, in carrying out this sort of 
decomposition exercise, there could be value in thinking about where the 
boundary between being in and being out of the labor force is drawn. In 
the offi cial data series that underlie the estimates reported in the paper, 
people are considered to be in the labor force if they are either counted as 
working or as being unemployed, with the unemployed including people 
who want to work, are available for work, and have actively looked for 
work in the last four weeks. But this boundary could be drawn differ-
ently, with either more or fewer people counted as belonging to the labor 
force and, at least in principle, this could affect the results obtained. The 
Bureau of Labor Statistics produces several alternate measures that draw 
the boundary somewhat differently – for example, changing the position 
of the boundary to include people who searched for work in the past year 
but not in the past four weeks as belonging to the labor force. In prac-
tice, the cyclical behavior of these alternate measures appears to be very 
similar to the cyclical behavior of the offi cial unemployment rate, which 
makes me think this is probably not a major issue for the analysis. Still, 
this seems like something that might merit a bit more careful explora-
tion. 

Most of the response of labor input to changes in the index of labor 
demand is attributable to changes in the (un)employment rate (the share 
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of the labor force that is (un)employed), and changes in weekly hours. At 
least to my eyes, in Hall’s paper, changes in weekly hours account for a 
large share of this response. My reading of the message to be taken from 
the literature on the dynamics of labor demand is that, in the United 
States, adjustment to changing labor demand conditions tends to occur 
through changes in employment rather than through changes in weekly 
hours. In the results reported here, however, fl uctuations in weekly hours 
account for about a third of the overall response. The framework here is 
rather different than the framework used in the labor economics litera-
ture with which I am more familiar, but I nonetheless fi nd this paper’s 
results a bit surprising. In the remainder of my comments, I would like to 
consider why hours adjustment appears to be so important here. 

In part, I suspect, these fi ndings may refl ect the way that the labor 
demand index is constructed. As I have already noted, by construction, 
the labor demand index refl ects only the common movements in income, 
employment, and hours. I worry that the approach adopted in this paper 
builds in an association between weekly hours worked and the labor 
demand index that would not be there if, for example, a measure of 
total hours had been used in place of the separate employment and hours 
measures. 

A second issue, discussed at some length in the paper, is that the mea-
sure of employment derived from the Current Population Survey (CPS) 
on which the paper rests is much less cyclical than the measure derived 
from the monthly employer payroll survey. One might suspect that the 
different behavior of the two measures could be explained by their dif-
ferent conceptual underpinnings—for example, the inclusion of the self-
employed in the CPS measure but not in the payroll survey measure—but 
accounting for these conceptual differences in fact does little to make 
the two series more comparable. If the payroll survey does a better job 
of measuring employment than the household survey, then, properly 
measured, the responsiveness of hours is relatively less important than 
implied by the estimates reported here. 

Which measure of employment—the CPS measure or the payroll sur-
vey measure —is more believable? To answer this question, we need fi rst 
to understand why the cyclical behavior of the two employment measures 
has been so different. A variety of explanations have been proposed, but 
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at this point there is no obvious “smoking gun.” Potential explanations 
that seem to me to merit further investigation include possible problems 
with the classifi cation of people as self-employed versus wage-and-sal-
ary workers in the CPS, cyclical movements in the amount of “off-the-
books” employment recorded in the CPS that do not show up in the 
payroll survey, and problems with the CPS population controls related 
to diffi culties in accounting for immigration—but I cannot tell you that 
any of these potential explanations will end up offering an answer. In 
the meantime, the uncertainty about which employment series should be 
believed makes it diffi cult to know how much confi dence to place in this 
paper’s estimates. 

In summary, Hall’s paper offers a creative and interesting approach 
to the measurement of fl uctuations in labor demand and their effects on 
the labor market. At this point, I have a number of questions about the 
results obtained. My hope would be that Hall’s further work on this issue 
will provide a better basis for assessing the robustness of the conclusions 
reported here.



Comments on “Cyclical Movements along the 
Labor Supply Function” by Robert E. Hall

Susanto Basu

Bob Hall is famous for working in different areas of macroeconomics, 
making important contributions in each one, and then forsaking his cur-
rent area of research to work on other issues. But there is one topic to 
which he has returned again and again since his earliest days as an aca-
demic, understanding the behavior of unemployment and hours worked 
over the business cycle. The last few years have seen Hall produce a burst 
of papers that collectively deepen our understanding of this central issue 
in macroeconomics and labor economics. The present paper is another 
step in this important research program.

Let us review the facts that Hall takes as his starting point. Over the 
business cycle, we see large changes in employment and total hours 
worked, with relatively small changes in real wages. If one adopts the 
perspective that Hall takes in this paper, namely that business cycles are 
due to shifts in labor demand along a stable labor supply curve, these 
facts suggest that the labor supply curve must be quite fl at. However, 
microeconomic estimates of labor supply elasticities suggest that the elas-
ticity of hours worked with respect to wages for continuously employed 
workers is small—that is, the labor supply curve for employed workers 
is steep, not fl at.

But of course, changes in hours worked by the employed account for 
only a small fraction (perhaps 15 percent) of the cyclical variation in total 
hours worked. The vast majority of the variation in labor supply over the 
business cycle comes from changes in the number of people employed. 
Together, these facts suggest that the underpinnings of “macro labor sup-
ply”—the supply of total hours worked—are quite different from those 
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assumptions typically used to explain micro labor supply, which involve 
utility-maximizing choices made by individuals in a frictionless, neoclas-
sical framework.

Hall thus moves to a framework where the determinants of micro and 
macro labor supply are different. In the paper that derives formally the 
framework explained heuristically in this paper, Hall (2008) shows how 
a variant of the popular Mortensen-Pissarides (MP) search-matching 
model yields a labor supply function of the form

(1) L = H(λ, w)N(λ, w)

where L is total hours worked, H is hours per worker, N is the number 
of workers, w is the real wage, and λ is the marginal utility of wealth 
(assumed equal for everyone due to perfect consumption insurance). The 
supply of hours for employed workers takes the standard Frisch form: 
it is a function of the real wage and (expected) lifetime wealth. Hall’s 
striking achievement is to show that the number of workers available 
for employment is also a function of the same two variables. In the same 
paper, which I recommend highly to all who are interested in this topic, 
Hall shows that one can use a mix of calibration and estimation to infer 
the shapes of the H and N functions from household studies, plus aggre-
gate data on consumption, employment, and hours worked. The MP 
model fi ts the facts well once one modifi es the model as in Hall (2005), 
by assuming that the real wage is constant as long as it is within the bar-
gaining range that is effi cient for workers and fi rms.

While Hall’s interpretation of the facts is insightful and consistent with 
labor market paradigms that are currently in vogue, it is useful to ask 
whether there are alternative models of the labor market that can also 
explain the basic stylized facts. And if there are indeed alternative theo-
retical explanations, how might one use data to discriminate empirically 
among these competing models?

Models based on fi xed costs of going to work that are incurred by 
workers, such as Hansen (1985) and Rogerson (1988), try to explain the 
difference between micro and aggregate labor supply in a neoclassical 
framework. But Mulligan (2001) shows that the strong implications of 
these models come from the assumption in both papers that the fi xed cost 
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of going to work is identical across all workers. Once Mulligan allows 
for a distribution of this parameter, he fi nds that there are few implica-
tions of fi xed costs per se, and none that are signifi cant for labor supply 
over the business cycle.

The early Keynesian interpretation of the cyclical facts that motivate 
Hall also differentiates between micro and macro labor supply. But 
where Hall modifi es the neoclassical model by introducing the informa-
tion friction central to the MP model, the Keynesian story dismisses the 
neoclassical paradigm altogether, at least for the purpose of understand-
ing short-run aggregate fl uctuations in the labor market. In the Keynesian 
framework, workers agree to work as much as employers demand at a 
pre-set nominal wage. As in the model that Hall develops, the effective 
labor supply curve in the (Old) Keynesian model is indeed fl at—the pre-
set wage is independent of employment—and fl uctuations in employment 
and hours are determined by labor demand. If prices are approximately 
as sticky as wages, then real wages change relatively little over the busi-
ness cycle, matching what the data show.

One might object that the Keynesian framework does not determine the 
split of total hours worked between overall employment and hours per 
worker. But a small change in the set-up that introduces fi xed per-worker 
costs incurred by the fi rm—for example, benefi ts like health insurance, 
the value of which often is independent of the number of hours worked—
would remedy this problem.

The more fundamental problem that Hall sees in the Keynesian frame-
work is that its predictions are not derived from optimal decision-making 
by workers and fi rms. In a paper that has been central to Hall’s think-
ing on these issues, Barro (1977) pointed out that the contracts assumed 
in sticky-wage models are not Pareto-effi cient—that is, both fi rms and 
workers would gain by renegotiating to reduce wages in a downturn 
instead of cutting employment. Hall has adopted Barro’s view that even if 
observed nominal (or real) wages are sticky, the decisions on employment 
and hours are made in accordance with a long-term implicit contract 
between workers and fi rms in which wages are fully fl exible, with the 
observed spot wages being “installment payments” of the agreed-upon 
total lifetime wages due workers.
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A different set of models, based on effi ciency-wage considerations, also 
has implications for the difference between micro and macro labor sup-
ply. As an example, consider the effi ciency-wage model of Shapiro and 
Stiglitz (1984). Unlike the Keynesian model, the Shapiro-Stiglitz model 
assumes optimizing behavior by fi rms and workers. In fact, the famous 
labor-market diagram summarizing the predictions of the model bears a 
striking resemblance to Figure 5.3 of Hall’s paper. Both models predict 
equilibrium unemployment. Both display steep supply functions for total 
hours in the absence of frictions, but a relatively fl at effective labor sup-
ply curve in the environment with frictions. In Hall’s model the friction is 
an informational one—people do not automatically know where to fi nd a 
good match for their skills, and must invest in job search. In the Shapiro-
Stiglitz model, the friction is imperfect monitoring—workers and fi rms 
contract over the number of hours spent on the job, but the fi rm cannot 
contract over how hard the worker works each hour, since effort is not 
observed perfectly. Is one friction clearly more important than the other? 
The answer is not obvious to me. But macro labor research in recent 
years has focused almost exclusively on the MP model and its variants, 
and ignored the Shapiro-Stiglitz model.

Which of these four classes of models best explains the data? One would 
hope that such questions would be settled by confronting these compet-
ing models with data in a systematic fashion. Unfortunately, few such 
efforts have been made, and most are tests of a single model against an 
unspecifi ed alternative. The failure to test the models against one another 
is due partly to the fact that these models explain different features of 
the data. A major strength of the Mortensen-Pissarides search-matching 
framework, for example, is its ability to explain data on worker fl ows 
and job vacancies, but the other models have little or nothing to say 
about such issues. On the other hand, all the models of the labor market 
discussed above are able to match the key stylized facts of the data—in 
most cases, they were created to do so! Unfortunately, beyond match-
ing these facts, the models make surprisingly few empirical predictions, 
and the predictions they make are often ambiguous and subject to vary-
ing interpretations. A good example is the literature on effi ciency-wage 
models and inter-industry wage differentials. Effi ciency-wage models do 
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predict that workers in some industries might be paid higher wages than 
identical workers in other industries, but it is impossible to rule out the 
possibility that workers in different industries who appear identical to 
the econometrician actually differ in their labor market characteristics. 

Thus, in practice the choice between the matching-based framework 
that Hall advocates and the other models is guided as much by aesthetic 
considerations (what makes a good model?) and intuitive ones (what are 
the basic institutions and frictions in the labor market?) as by any formal 
empirical testing.

These are my comments on Hall’s current research agenda in labor eco-
nomics, of which the current paper is a part. Now let me turn to the novel 
contribution of the conference paper at hand. Relative to Hall (2008), 
the contribution in this paper is to derive an index of labor demand, and 
study how each component of labor input responds to labor demand. 
Hall is very clear in noting that his exercise is possible only under the 
assumption that the labor supply curve is stable over the business cycle. 
In terms of equation, the assumption is that changes in λ happen at low 
frequencies, but are not relevant for business cycles.

Unfortunately, this assumption does not hold for an important category 
of shocks, namely shocks to government expenditure. The empirical lit-
erature on these shocks, summarized in Perotti (2007), shows that these 
increase output and hours worked at high frequencies. Even in the post-
World War II period, there have been large, exogenous changes in U.S. 
government expenditure, usually associated with national security crises, 
notably the Korean and Vietnam Wars. But in the neoclassical labor sup-
ply framework in which Hall operates, spending shocks increase output 
and hours worked by raising λ, that is, by making consumers feel poorer 
which results in them working (and producing) more. 

Another way of making this point is to note that in a neoclassical 
framework with distortionary taxes, the labor demand curve can be 
expressed as:

(2) w = (1 – τ)AFL(K, AL),

where τ is the (labor income) tax rate, F is a production function, K is capi-
tal, A is the state of technology, and the L subscript denotes the marginal 
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product of labor. Since technology does not change in response to a fi scal 
shock and capital, a state variable, is essentially unchanged as well, the 
labor demand curve in (w, L) space shifts only if the tax rate changes. 
But one would think that current tax rates would rise in response to an 
increase in government spending, since the government requires more 
revenue, and indeed the empirical work confi rms this conjecture. In this 
situation, then the labor demand curve must shift inward. So if output 
and hours must rise to match the empirical evidence, then an outward 
shift in labor supply must be responsible for more than 100 percent of the 
increase in hours worked after an increase in government purchases.

In some non-neoclassical equilibrium models with imperfect competi-
tion (for example, Rotemberg and Woodford 1992), labor demand can 
shift out due to a fall in the mark-up of price over marginal cost. Even 
so, the mark-up changes in response to a change in output, and output 
would not change unless the labor supply curve shifts outward.

To confi rm that government purchase shocks do indeed have their 
expected effects on unemployment and hours per worker, I took the 
preferred series of government purchase shocks from Perotti (2007). 
(Roberto Perotti kindly supplied the data.) Figure 5.7 shows the effects 
of government purchase shocks on employment and hours per worker. 
As one would surmise, an unexpected increase in government purchases 
increases weekly hours and lowers unemployment. Some of the fl uctu-
ations are quite large, on the order of a half-percentage point change 
in the unemployment rate. Thus, under the maintained hypothesis that 
Hall’s framework provides the correct interpretation, the evidence shows 
that it is not safe to assume that changes in λ are negligible at high fre-
quencies.

In sum, Bob Hall is revolutionizing our understanding of one of the 
most perplexing issues in macroeconomics, the behavior of labor supply 
over the course of the business cycle. I remain an interested observer. 
Since I am unconvinced that a lack of information is the most important 
friction preventing the labor market from functioning smoothly over the 
business cycle, I am somewhat skeptical that this research program will 
attain all its promised objectives, but I remain hopeful. However, I am 
fairly sure that this particular paper will not contribute in any important 
way to the attainment of the desired outcome.
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U.S. Labor Supply and Demand in the Long 
Run

Dale W. Jorgenson, Richard J. Goettle, Mun S. Ho, Daniel T. Slesnick, 
and Peter J. Wilcoxen

I. Introduction

In this paper we model U.S. labor supply and demand in considerable 
detail in order to capture the enormous heterogeneity of the labor force 
and its evolution over the next 25 years. We represent labor supplies for a 
large number of demographic groups as responses to prices of leisure and 
consumption goods and services. The price of leisure is an after-tax wage 
rate, while the fi nal prices of goods and services refl ect the supply prices 
of the industries that produce them. By including demographic character-
istics among the determinants of household preferences, we incorporate 
the expected demographic transition into our long-run projections of the 
U.S. labor market. 

The U.S. population will be growing older over the next quarter-cen-
tury, and elderly households have very different patterns of labor supply 
and consumption compared to their younger counterparts. Our projec-
tions for the period spanning 2004 to 2030 thus incorporate the expected 
fall in the supply of labor per capita. These changes in labor supply pat-
terns are the consequence of population aging, rather than wage and 
income effects. Despite the anticipated aging of the U.S. population, 
moderate population growth will provide growing supplies of labor well 
into the twenty-fi rst century. Improvements in the quality of U.S. labor 
input, defi ned as increased average levels of educational attainment and 
experience, will also continue for some time, but will gradually disappear 
over the next quarter-century.

We represent labor demand for each of 35 industrial sectors of the U.S. 
economy as a response to the prices of productive inputs—labor, capital, 
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and intermediate goods and services. In addition, labor demand is driven 
by changes in technology. Technical change generates productivity growth 
within each industry. Rates of productivity growth differ widely among 
industries, ranging from the blistering pace of advance in computers and 
electronic components to the gradual decline in construction and petro-
leum refi ning. In addition, changes in technology may be skill-biased. 
Labor-saving technical change reduces labor demand for given input 
prices, while labor-using technological change increases labor demand.
Over the next 25 years, productivity growth for the U.S. economy as a 
whole will be below long-term historical averages. However, productivity 
growth in information technology equipment and software will continue 
to outpace productivity growth in the rest of the economy.  The output of 
the U.S. economy will continue to shift toward industries with high rates 
of productivity growth. Labor input biases of technical change are sub-
stantial in many industries. Labor-using, rather than labor-saving, biases 
predominate. Labor-using technical change will continue to be a stimulus 
to the growth of labor demand, and differences in the biases for different 
industries will play an important role in the reallocation of labor. 

We incorporate the determinants of long-term labor supply and 
demand into a model of U.S. economic growth. We refer to this model 
as the IGEM,1 which stands for the Inter-temporal General Equilibrium 
Model. Markets for labor, capital, and the aggregate output of the econ-
omy equilibrate through the price system at each point of time. In the 
labor market, for example, wage rates determine the labor supplied by 
the current population and the labor quantity demanded by employers 
in the many sectors of the economy. In the IGEM model and in the U.S. 
economy, year-to-year changes in the level of economic activity are pri-
marily the consequence of the accumulation of capital. However, over the 
next quarter-century the driving forces of economic growth are projected 
to be demography and technology—as encapsulated in the neoclassical 
theory of economic growth.

In the IGEM, capital formation is determined by the equilibration of 
saving and investment. We model household saving at the level of the 
individual household. Consumption, labor supply, and saving for each 
household are chosen to maximize a utility function, defi ned as the 
stream of future consumption of goods and leisure, subject to an inter-
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temporal budget constraint. The forward-looking character of savings 
decisions allows changes in future prices and rates of return to affect the 
current labor supply. The availability of capital input in the U.S. economy 
is the consequence of past investment. This backward-looking feature of 
capital accumulation links current markets of capital input to past invest-
ment decisions. 

II. A Long-Run Model of the U.S. Economy and the U.S. Labor Market 

Our household model generates demand for a detailed list of personal 
consumption expenditures given in Table 6.1. Household preferences 
are structured in a nested, or tiered, manner. At the top tier, utility is a 
function of non-durable goods, capital services, consumer services, and 
leisure. Lower tiers allocate non-durable goods to specifi c categories, like 
food and clothing, and consumer services to transportation, fi nance, and 
other services. Household consumption patterns for goods and leisure 
are derived from the Consumer Expenditure Survey (CEX).2 The items 
in Table 6.1 are based on the consumption categories in the National 
Income and Product Accounts (NIPAs).3 These items are linked to the 
supplying industries listed in Table 6.2. 

As the owner of the economy’s wealth, the household sector makes 
a second contribution to the demand side of the economy through the 
demand for investment goods. Household sector  savings are allocated 
between domestic and foreign investment, and the domestic portion is 
distributed among investments in assets such as building structures, capi-
tal equipment, consumer durables, and inventories. Capital stocks and 
capital services are derived primarily from the Fixed Asset Accounts of 
the Bureau of Economic Analysis,4 which include information on invest-
ment by 60 asset categories. Data on labor input by industry are derived 
from detailed demographic and wage data in the annual Current Popula-
tion Surveys and the decennial Censuses of Population, as described by 
Jorgenson, Ho, and Stiroh (2005).  

We separate the production sector in the IGEM into 35 individual 
industries. The complete list is given in Table 6.2, together with the value 
of each industry’s output in 2000 and the corresponding Standard Indus-
trial Classifi cation codes. Each industry produces output from labor, 



Table 6.1
Personal Consumption Expenditures and leisure, IGEM categories, 2000. 
Leisure, IGEM Categories, 2000

IGEM categories Billions of dollars Category

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

Source: U.S. Bureau of Economic Analysis and Consumer Expenditure Survey (U.S. 
Bureau of Labor Statistics).
Note: National Income and Product Accounts Personal Consumption Expenditure 
category refers to the line number in Table 2.4 of Survey of Current Business 2002.

Food
Meals
Meals-Employees
Shoes
Clothing
Gasoline
Coal
Fuel oil
Tobacco
Cleaning supplies
Furnishings
Drugs
Toys
Stationery
Imports (travel)
Reading
Rental
Electricity
Gas
Water
Communications
Domestic service
Other household
Own transportation
Transportation
Medical Services
Health Insurance
Personal services
Financial services
Other services
Recreation
Education and Welfare
Foreign Travel
Owner maintenance
Durables fl ow
Leisure

568.6
376.5

9.9
46.3

267.4
164.4

0.2
17.9
72.2

115.8
38.3

156.3
62.7
23.4
3.3

51.7
247.4
101.5
40.8
48.8

130.6
16

48.5
210.8
56.9

921.3
70.6
76.2

517.7
114.8
255.5
354.1
80.9

90
1394.4

13786.3

3
4
5,6
12
14,15,16
75
40
40
7
21,34
33
45
89
35
111
88,95
25,27
37
38
39
41
42
43
74,76,77
79,80,82,83,84,85
47,48,49,51,55
56
17,19,22
61,62,63,64
65,66,67
94,97,98,99,100,101,102,103
105,106,107,108
110
authors’ imputation
authors’ imputation
authors’ imputation

Table 6.2
Industry Output and Value Added, 2000

Industry Name Output
Value-
Added

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

23
24
25
26
27
28
29
30
31
32
33
34
35
36
38

Source: U.S. Bureau of Economic Analysis and U.S. Census Bureau.
Note: All fi gures in millions of current dollars. % indicates part of an SIC code.

SICCode

388994
15603
23081

136651
18894

995279
487587
35853
61629
84273

115974
87965

175955
233523
422655
235145
170270
10616

111040
191627
279540
472251

433257
427709
186241
183293
52715

553535
430330
245950
81196

1965715
2009429
3455269
256268

1394410
1194160

195781
7167

14175
72669
10619

419200
156127
10108
21811
62899
43305
39619
72942

137723
183438
26422
77459
4028

53522
59691

125540
193646

195913
83072
87121

104351
21889

263335
231027
166618
26421

1187180
1240039
2197343
167722

1394410
1194160

01-02, 07-09
10
11-12
13
14
15-17
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

36
371
372-379
38
39
40-47
48
491, %493
492, %493, 496
50-59
60-67
70-87, 494-495

88

Agriculture
Metal Mining
Coal Mining
Petroleum and Gas
Nonmetallic Mining
Construction
Food Products
Tobacco Products
Textile Mill Products
Apparel and Textiles
Lumber and Wood
Furniture and Fixtures
Paper Products
Printing and Publishing
Chemical Products
Petroleum Refi ning
Rubber and Plastic
Leather Products
Stone, Clay, and Glass
Primary Metals
Fabricated Metals
Industrial Machinery and 
 Equipment
Electronic and Electric Equipment
Motor Vehicles
Other Transportation Equipment
Instruments
Miscellaneous Manufacturing
Transport and Warehouse
Communications
Electric Utilities
Gas Utilities
Trade
FIRE
Services
Government Enterprises
Private Households
General Government
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capital, and intermediate inputs, using a technology that allows for sub-
stitution among these inputs. Although technology can be represented 
by means of a production function, we fi nd it much more convenient to 
use a dual approach, based on a price function that gives each sector’s 
output price as a function of its input prices. Technologies are structured 
in a nested or tiered manner, with intermediate inputs divided between 
energy and materials; both energy and materials are further subdivided 
among inputs that correspond to the 35 commodity groups produced by 
the 35 industries.

Our representation of the technology embedded in each sector includes 
its respective rate and biases of technical change. The rate of technical 
change captures improvements in productivity or growth in output per 
unit of input. The biases of technical change correspond to increases or 
decreases in the shares of inputs in the value of output, holding input 
prices constant. The evolution of patterns of production refl ects both 
price-induced substitution among inputs and the impact of changes in 
technology. We project the historical patterns of technical change repre-
sented in our database in order to incorporate future changes in technol-
ogy into the demand for inputs of labor, capital, and intermediate goods 
and services. 

The production of each commodity by one or more of the 35 U.S. 
domestic industries is augmented by imports of that commodity from 
the rest of the world to generate the U.S. domestic supply of goods and 
services. This supply is allocated to U.S. industries as an intermediate 
input and to fi nal demand for consumption by U.S. households and gov-
ernments; investments by U.S. businesses, households, and governments; 
and net exports. Since imports are not perfect substitutes for commodities 
produced domestically, we also explicitly model the substitution between 
imports and domestic production. The rest of the world absorbs exports 
from the United States, and the net fl ow of resources in each period is 
governed by an exogenously specifi ed current account defi cit.

The fi nal sector explicitly considered in our model is the government 
sector, which taxes, spends, and makes transfer payments. Public con-
sumption of goods and services is one component of fi nal demand, while 
public sector borrowing is one of the uses of private savings. The fl ow of 
goods and factors among the four sectors of the U.S. economy—house-
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hold, business fi rms, government, and net exports to the rest of the 
world—is illustrated in Figure 6.1. Prices adjust to equate the supply 
from domestic and foreign producers to the demand from households, 
investors, government, and exports in each period. 

Our model of the U.S. economy is implemented econometrically. 
Parameters describing the behavior of producers and consumers are 
estimated statistically from a data set that we have constructed specifi -
cally for this purpose. These data are based on a new system of national 
accounts that integrates the wealth accounts with the National Income 
and Product Accounts.5 The capital accounts include investment goods, 
capital services, capital stocks, and the corresponding prices. These data 
are described in detail by Jorgenson, Ho, and Stiroh (2005). Similar data 
have recently been released for members of the European Union by the 
EU KLEMS project.6  

III. Exogenous Variables in the Projections

Our model of the U.S. economy simulates the future growth and struc-
ture of the economy over the intermediate term of 25 years. Of course, 
our model’s time path of outcomes is conditional on projections of exog-
enous variables. Among the most important of these variables are the 

Figure 6.1 
Flow of Goods and Factors in the IGEM
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total population, the time endowment of the working-age population, 
the overall government defi cit, the current account defi cit, world price 
levels, and U.S. government tax policies. Many of these variables are 
developed from published sources, “offi cial” and otherwise. In addition, 
we project the evolution of technology in each of the 35 industries that 
make up the model’s production sector. These variables are projected 
from the historical data set that underlies the production model and its 
estimation.

The key exogenous variables that describe the growth and composition 
of the U.S. population are population projections by sex and individual 
year of age from the U.S. Census Bureau.7 During the sample period the 
U.S. population is allocated to educational attainment categories using 
data from the Current Population Survey8 in a way that is parallel to our 
calculation of labor input. Each adult is given a time endowment of 14 
hours a day to be used for work and leisure. The number of hours for 
each sex-age-education category is weighted by labor compensation rates 
and aggregated to form the national time endowment presented in Figure 
6.2. 

Our projections use Census Bureau forecasts by sex and age. We assume 
that the educational attainment of those aged 35 or younger will be the 
same in the projected period as in the last year of the historical sample 
period; that is, a person who becomes 22 years old in 2014 will have the 
same chance of having a bachelor’s degree as a person in 2004. Those 
aged 55 years and over carry their educational attainment with them as 
they age; that is, the educational distribution of 70-year-olds in 2014 is 
the same as that of 60-year-olds in 2004. Those between 35 and 55 years 
of age have a complex adjustment that is a mixture of these two assump-
tions to allow a smooth improvement of educational attainment that is 
consistent with the observed profi le in 2004. The result of these calcula-
tions, shown in Figure 6.2, is that the U.S. population is expected to grow 
at just under 1 percent per year through 2030, reaching a level slightly 
in excess of 365 million inhabitants. The gradually slowing improve-
ment in the average level of educational attainment implies that the time 
endowment grows at a modestly faster rate of around 1 percent through 
2030. 
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We project productivity growth for each of the 35 industries, using 
the state-space approach of Jin and Jorgenson (2007). To illustrate this 
approach, Figure 6.3 gives historical data for the period 1960–2004, 
based on the estimates of Jorgenson, Ho, Samuels, and Stiroh (2007). 
These data update and revise the estimates of Jorgenson, Ho, and Stiroh 
(2005). Figure 6.4 presents projections of productivity growth for the 
period 2004–2030, using the state-space approach. Positive productivity 
growth reduces output prices, relative to costs of inputs, while negative 
growth raises output prices relative to costs. 

For 2004–2030 our baseline projections reveal steadily improving 
productivity in 30 of the 35 sectors in the IGEM. Electrical machinery, 
which contains electronic components such as the semiconductor devices 
used in computers and telecommunications equipment, leads the list in 
projected productivity growth. Although this industry’s projected pro-
ductivity growth rate exceeds 3 percent, this represents a slight reduc-
tion in the rate of productivity growth of just under 4 percent for the 

Figure 6.2 
Population and Household Time Endowment for the United States
Source: Consumer Expenditure Survey of U.S. Bureau of Labor Statistics 
and the Current Population Survey from the U.S. Census.
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historical period 1960–2004. Non-electrical machinery, including com-
puters, has the second highest rate of productivity growth in both the 
historical period and the projection period, but the projected growth rate 
between 2004 and 2030 is considerably lower than the historical rate.

Below we show that the overall rates of productivity growth projected 
for the U.S. economy are substantially below those attained for the his-
torical period 1960–2004. It is also important to recognize productivity 
losses as well as productivity gains at the industry level. There are sev-
eral sectors with negative projected productivity growth, including the 
very large construction industry and the relatively small tobacco industry. 
Both industries also have declining productivity during the 1960–2004 
sample period.

Projections of the input biases are accomplished in a similar manner 
to the projections obtained for productivity. Figure 6.5 gives historical 
data for the period 1960–2004, while Figure 6.6 gives our projections for 
the period 2004–2030. Recall that the defi nition of skill-biased technical 
change is the effect of changes in technology on the share of labor input 
in the value of industry output, holding prices of labor input, as well as 
capital, energy, and materials inputs, constant. It is important to keep 
in mind that we have fi tted and projected biases of technical change for 
capital, energy, and materials inputs, as well as labor input, but these are 
not presented in this paper due to space considerations.

During the historical sample period of 1960–2004, technical change 
is predominantly labor-using rather than labor-saving. Metal mining, a 
relatively small industry, has a very large labor-using bias of technical 
change, while coal mining has a large labor-saving bias. Biases of techni-
cal change differ substantially among industries, and both labor-using 
and labor-saving changes occur with some frequency. It is important to 
project rates of technical change to determine the growth rate of individ-
ual industries and the economy as a whole. However, it is also important 
to project biases of technical change in order to capture the impact of 
changes in technology on the distribution of labor input among sectors. 

Two other important assumptions that determine the shape of the econ-
omy are the government and trade defi cits. Our projection of the govern-
ment defi cit follows the forecasts of the Congressional Budget Offi ce for 
the next 10 years, and then is set on course to a zero balance by 2030.9 
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The current account defi cit is assumed to shrink steadily, relative to the 
GDP, so that it also reaches a sustainable balance by 2030. These simpli-
fying assumptions allow the simulation to produce a smooth time path. 
The government and current account defi cits are determinants of long-
run growth to the extent that these defi cits infl uence capital formation, 
but are substantially less important than the exogenous demographic and 
technology variables we have described. 

IV. Projection of U.S. Economic Growth 

Our baseline path for the U.S. economy generates a labor force participa-
tion rate, defi ned as the ratio of labor input to the time endowment. We 
have used this to extrapolate the ratio of hours worked to discretionary 
hours available from the working age population. The participation rate 
presented in Figure 6.7 reached a peak in 2000, before the shallow reces-
sion of 2001 and the “jobless” recovery that followed. The historical 

Figure 6.7 
U.S. Labor Participation Rates and Real Wages, 1960–2004, with 
Projection to 2030
Source: Current Population Survey and U.S. Census Bureau.
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data from 1960 to 1990 show substantial gains in labor force participa-
tion. No such gains in participation are in prospect for the next quarter-
century. At the same time, projections beginning in 2004 do not suggest 
a large decline in labor force participation. 

It is important to keep in mind that the rate of population growth 
will be declining throughout the projection period of 2004–2030. The 
U.S. working-age population will be growing at a very similar rate to 
the population as a whole during our projection period. During the 
1960–2004 historical period, the working-age population grew consider-
ably more rapidly than the U.S. population as a whole. Finally, the time 
endowment, which adjusts the population for changes in composition 
by educational attainment and labor market experience, will continue to 
grow more rapidly than the working-age population. However, changes 
in composition will gradually disappear as average levels of education 
and experience stabilize. 

Real wages, defi ned as the ratio of the price of labor input to the price 
of consumption goods and services, are also presented in Figure 6.7. Con-
trary to historical trends often described in the popular business press, 
real wages have risen steadily throughout the postwar period with espe-
cially rapid growth rates during the period 1995–2004. Our projections 
of real wages rise steadily during the period 2004–2030, but at a decreas-
ing rate. This declining rate of increase mimics the historical data from 
1973–1995, prior to the U.S. growth resurgence that began around 1995 
and continued into the 2000–2004 period. A slowdown in the growth 
rate of real wages will occur despite the continuation of historical pro-
ductivity trends summarized in section III. 

We next turn to the sources of U.S. economic growth during the his-
torical and projection periods. Figure 6.8 presents historical data on 
the sources of U.S. economic growth during 1960–2004 recently com-
piled by Jorgenson, Ho, Samuels, and Stiroh (2007). The overall rate of 
growth is an impressive 3.34 percent per year. The most important source 
of growth is capital input, which contributes 1.70 percent or well over 
half of growth during the historical period. The next most important 
source of growth is labor input, which contributes 0.95 percent per year. 
These contributions are the growth rates of capital and labor inputs, each 
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weighted by the corresponding share in the value of output. Total factor 
productivity growth contributes 0.69 percent per year or slightly more 
than 20 percent of growth during the historical period. 

We project that the growth of the U.S. economy during the 2004–2030 
period will be only 1.61 percent per year. The contribution of capital 
input will remain the most important source of growth at 0.74 percent 
per year. The growth of total factor productivity will decline very slightly 
to 0.44 percent per year, and will outstrip the sharply lower contribu-
tion of labor input of 0.42 percent. While the contributions of capital 
and labor inputs will still greatly predominate among the sources of U.S. 
economic growth, the relative importance of total factor productivity 
growth will jump substantially. This refl ects the strength of the projected 
productivity trends described in section III. 

Figure 6.8 
Sources of U.S. Economic Growth
Source: Current Population Survey, Fixed Asset Accounts and National Product 
Accounts of U.S. Bureau of Economic Analysis, and U.S. Census Bureau.
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We conclude our discussion of projected U.S. economic growth with 
a description of the growth of output and labor input at the industry 
level. Figure 6.9 presents growth rates of labor input for each of the 35 
industries in the IGEM during the historical period 1960–2004. Slightly 
less than half the industries experienced an increase in labor input, led 
by personal and business services. However, many industries experienced 
sharp declines in labor input, led by leather and leather products, apparel 
and textile products, and gas utilities. The growth rate of labor input 
overall was 1.64 percent per year. 

We have projected a substantial slowdown in the growth rate of labor 
input for the projected 2004–2030 period to 0.70 percent per year. Fig-
ure 6.10 provides a breakdown by industries. Positive growth in labor 
input predominates in the projections. Relatively small sectors with low 
projected productivity growth like tobacco and petroleum refi ning will 
show substantial increases in labor input. As widely anticipated, the large 
service sectors like fi nance, insurance, and real estate, will greatly pre-
dominate in the growth of labor input. Primary metals and metal min-
ing will continue to release labor input to a future U.S. economy that is 
increasingly constrained by the slow growth of the labor supply. 

Labor input biases are an important component of changes in demand 
for labor input. Labor-using technical change results in an increase in the 
share of labor input, holding prices of labor, capital, energy, and materi-
als inputs constant. This effect dominates in our projections, as well as in 
the sample period. The share of labor input in instruments will increase 
by 0.06 during the projection period 2004–2030, reversing a similar 
decline in the share of labor input during the sample period 1960–2004. 
Metal mining, a small sector that had a large labor-using bias of technical 
change during the historical sample period, has a smaller labor-using bias 
during the projection period. Biases of technical change are an important 
component of labor input demand, along with the steady rise in the price 
of labor input relative to other inputs. 

Growth in industry output completes our picture of future U.S. eco-
nomic growth.

Figure 6.11 gives historical data on output growth for the period 
1960–2004. Economic growth during the period 1960–2004 differed 
widely among industries, with a relatively narrow range of industries 
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exceeding the economy-wide average of 3.22 percent. As expected, the 
rapidly growing sectors were led by electrical machinery, including elec-
tronic components. Substantial growth also took place in three industries, 
non-electrical machinery, which contains computers; communications, 
the largest consuming sector for information technology equipment and 
software; and instruments, another major consumer. Only three indus-
tries experienced declining output growth—leather and leather products, 
gas utilities, and tobacco manufactures. 

Figure 6.12 gives U.S. economic growth during the projection period 
2004–2030.

Again, growth rates will differ substantially among industries, with 
electrical machinery exhibiting growth at the very rapid pace of more 
than 6 percent per year, comparable to the historical period of 1960–
2004. Most of the remaining industries, including non-electrical machin-
ery, one of the stars of the historical period, will scale back growth in the 
projection period. The relatively small leather industry will reverse the 
negative growth of the historical period and exceed the economy-wide 
average of 1.50 percent. 

V. Summary and Conclusions 

Our fi rst and most important conclusion is that future supply and demand 
for labor in the U.S. economy will be driven by demography and technol-
ogy. The supply side of the labor market will be dominated by the slow-
down in the growth of the U.S. working-age population, partly offset by 
continuing increases in the quality of labor input due to rising average 
levels of educational attainment and experience. From 1960 to 1990 the 
participation rate of the working-age population increased fairly steadily 
as more women joined men as participants in the labor market. No such 
increases in labor force participation are in prospect for our projection 
period of 2004–2030. 

The widely discussed aging of the labor force is refl ected in the slowing 
growth of the working-age population, relative to the total U.S. popula-
tion. The working-age population will continue to expand more rapidly 
than the population as a whole, and labor force participation rates will 
decline very slowly. However, the slowdown in the growth of the time 
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endowment will reduce the growth rate of the U.S. economy very sub-
stantially. This will be reinforced by the decline in investment and growth 
of capital input that will accompany the slow growth of labor supply. It 
is important to keep in mind that in the neoclassical theory of economic 
growth embodied in the IGEM, the growth of capital input is endog-
enous and is equal to the growth of output in the long run.10

Finally, future productivity growth will remain robust, despite waves of 
technological pessimism that sometimes accompany cyclical downturns. 
Rapid changes in technology will continue to be concentrated in the 
industries that produce information technology equipment and software, 
led by electrical machinery, the industry that includes electronic compo-
nents like semiconductors. This industry has had very rapid growth of 
total factor productivity or output per unit of unit, throughout the his-
torical period 1960–2004. We project that this will continue for the next 
quarter-century, although the specifi c form of the underlying changes in 
technology will undergo the same dramatic evolution as in the recent 
past.

At the level of individual industries, the demand for labor depends 
not only on the growth of output and the substitution of capital input 
for labor input, but also on the character of technical change. We have 
emphasized the wide variations in rates of productivity growth among 
industries. However, labor demand at the industry level is also strongly 
affected by biases of technical change. We have focused attention in labor-
saving and labor-using biases for each of the 35 industries in the IGEM. 
We have assessed the importance of these biases during the historical 
period 1960–2004, and projected these biases for the 2004–2030 pro-
jected period. Part of the growth of labor input in industries like instru-
ments, tobacco, coal mining, and communications will be due to ongoing 
labor-using biases.

In summary, the potential growth of the U.S. economy will be slowing 
considerably between 2004 and 2030, and monetary policy will have to 
adapt to the new environment.  The changes we have projected embody 
many features of the future labor market that are well known to econo-
mists and monetary policymakers—slowing population growth, partic-
ularly for the working-age population, and declining growth in labor 
quality. We have quantifi ed these factors by relying on offi cial population 
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projections from the Census Bureau and our own estimates of labor qual-
ity growth. This data has enabled us to characterize the future growth of 
labor supply with some precision. 

The future growth of the U.S. economy depends on the contribution 
of labor input, that is, the growth rate of labor input multiplied by the 
labor share of output. However, future growth also depends on the rate of 
growth of total factor productivity and the contribution of capital input. In 
the neoclassical theory of growth embodied in the IGEM, the contribution 
of capital input, the growth rate of capital input multiplied by the capital 
share, is endogenous. To a reasonable approximation, growth rates of out-
put and capital input must converge in the long run. The only component 
of the sources of growth not yet accounted for is productivity growth.

We have projected future productivity growth on the basis of the his-
torical data on productivity growth constructed by Jorgenson, Ho, Sam-
uels, and Stiroh (2007). We have augmented this description of future 
changes in technology at the level of individual industries by estimating 
and projecting labor-saving and labor-using biases of technical change. 
This enables us to conclude that future productivity growth during the 
next quarter-century will be substantially less than productivity growth 
during our historical period of 1960–2004. This completes our analysis 
of labor demand and its distribution by industry. 

Economists and policymakers, especially in the Federal Reserve Sys-
tem, have made important contributions to our present understanding of 
the role of technology in the evolution of labor demand and the growth 
of the U.S. economy.11 The remaining challenge will be to build the new 
understanding of technology and the sources of economic growth into the 
framework for the conduct of monetary policy. This new policy frame-
work can be erected on the solid foundation provided by projections of 
future demographic change. The new framework will be an important 
addition to the Federal Reserve’s highly successful policy structure for 
understanding and mitigating the impact of the business cycle. 

Notes

1. Detailed information about earlier versions of the IGEM and a survey of 
applications are available in Jorgenson (1998).
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2. See http://www.bls.gov/cex/home.htm. Detailed documentation for the CEX is 
available at http://www.bls.gov/cex/home.htm#publications.

3. See http://www.bea.gov/national/index.htm. Detailed documentation for the 
NIPAs is available at http://www.bea.gov/methodologies/index.htm.

4. See http://www.bea.gov/national/index.htm#fi xed. Detailed documentation 
for the Fixed Assets Accounts is available at http://www.bea.gov/methodologies/
index.htm.

5. See Jorgenson and Landefeld (2006). 

6. See http://www.euklems.net/. This data set was released on March 15, 2007, 
and is described in “Use IT or Lose It,” The Economist, May 19–25, 2007, p. 
82. 

7. See: http://www.census.gov/popest/estimates.php. Historical data are taken 
from http://www.census.gov/popest/archives/. These population data are revised 
to match the latest censuses (e.g., 1981 data is revised to be consistent with the 
1990 Census).

8. See http://www.census.gov/cps/.

9. See www.cbo.gov/showdoc.cfm.

10. Jorgenson, Ho, and Stiroh (2008) have pointed out the implications of this 
fact for growth in an intermediate run of ten years.

11. An excellent summary of this research is provided by Oliner, Sichel, and 
Stiroh (2007). The implications for monetary policy are discussed by Chairman 
Ben Bernanke in his August 31, 2006, speech on “Productivity,” available at 
http://www.federalreserve.gov/BOARDDOCS/Speeches/2006/20060831/default.
htm.
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Comments on “U.S. Labor Supply and 
Demand in the Long Run” by Dale W. 
Jorgenson et al.

Richard Berner

Dale Jorgenson has given us an important paper, describing and using 
a long-term model of the U.S. economy that can inform our judgment 
about potential growth and the factors behind these predictions. The 
news is not good. Over the 2004–2030 period that Jorgenson uses for 
this projection, potential U.S. economic growth plummets to just over 
1.5 percent per year.  

There are two factors at work behind this forecast:

1. Jorgenson projects slower growth in the U.S. labor supply, resulting 
from the now-familiar combination of slowing population growth and 
the reduced labor force participation that accompanies an aging 
population.

2. Jorgenson is a self-proclaimed productivity and technology opti-
mist. But the projected pace of productivity growth is slower between 
2004 and 2030 than in the 1990s, when information technology 
posted very impressive gains. In part, this slower predicted growth is 
because in many key industries, the bias in technical change is labor-
using, not labor-saving.

We now know about the consequences of the demographic transition 
if cohort participation rates stay on current trends. Growth optimists 
were hoping that high rates of productivity growth would bail us out. 
Dale’s work in this paper argues that this scenario won’t take place.

Nonetheless, is there any hope for aging societies and their economic 
prospects? 

Let’s fi rst consider productivity. I am concerned that over the next 
25 years, productivity growth in the United States may slow, but I’m 
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not sure that Dale’s estimates conclusively prove the case. Much of my 
skepticism about those estimates revolves around the poor quality of the 
output data available for certain economic sectors, and for overall and 
sectoral compensation; my doubt is not a criticism of Dale’s model or 
econometrics. The data indicate that construction productivity has been 
declining almost monotonically, and especially since the 1990s real estate 
bust. I fi nd this hard to believe. Likewise, the Bureau of Labor Statistics’ 
programs have simply not kept up with the changing structure of worker 
compensation. Finally, because the estimates of biases in technical change 
are based on factor prices, including wages and salaries, I think we should 
take them with a grain of salt. 

Turning next to labor supply, I think the debate about whether labor 
force participation for older cohorts will increase or decline in the future 
is still a wide open question. It is clear that only heroic increases in the 
labor force participation of older American adults will offset population 
aging. But several factors may infl uence just such a change, including the 
fact that the next wave of retirees will come from the baby boom genera-
tion, and this group has a habit of upending expectations and rewrit-
ing the rules. There are three traditional legs to the retirement saving 
stool: 1) employer-sponsored pension plans, whether defi ned benefi t or 
defi ned contribution plans like 401(k)s; 2) Social Security benefi ts; and 
3) other personal savings. Working longer, in my view, is the fourth criti-
cal leg, and future policy changes in Social Security and other retirement 
saving incentives do infl uence labor force participation. There is a fi fth 
leg: access to health insurance. Many older adults stay in the workforce 
to get healthcare coverage, and retire once they turn 65 years old and 
become eligible for Medicare. Thus any changes to health care fi nancing 
or Medicare have the potential to trigger signifi cant change in labor force 
behavior. 

In particular, the United States—and advanced countries generally—
might also look abroad for help in fi lling gaps in their labor supply. Such 
relief could come either from fl ows of immigration that might alter the 
nation’s demographic profi le, or from higher-return investments that will 
provide more income for retirement. Fallick and Pingle’s paper in this vol-
ume, and the work by Ralph C. Bryant and John F. Helliwell presented at 
Jackson Hole in 2004, both suggest that neither increased immigration nor 
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increased investment returns will be a complete panacea, but clearly each 
one can help improve the situation. Yet in the post-9/11 world, barriers 
to immigration are higher and could rise further still. Dale’s rudimentary 
and exogenous treatment of the “rest of the world” is probably worth 
enhancing to analyze those questions.

More broadly, because Jorgenson’s analysis focuses on the longer run, 
it seems critical to model the most important development in global labor 
markets of the past decade, namely the emergence of key Asian and other 
economies that are possessed of a rapidly expanding labor force, strong 
productivity growth, and high saving rates. As David Autor notes in his 
conference paper, we really do not know what impact offshoring has on 
the United States, and other industrial economy labor markets. Much 
more work is needed in this area if we are to accurately predict future 
labor fl ows. 

At the present time, however, we can say some things. I think that 
this positive supply shock has been disinfl ationary—both through new 
sources of labor supply and the offshoring of some jobs. Of course, other 
factors, most importantly monetary policy, not just in the United States 
but around the world, have also been disinfl ationary. So we don’t know 
the contributions of each factor. But the existence of such new sources of 
supply has put some pressure on both labor compensation and employ-
ment in both goods-producing and service-producing industries. This is 
because global connectivity means that workers engaged in a broad array 
of occupations can work effectively with both customers and colleagues 
several time zones removed. I know from personal experience that such 
arrangements work well, and that global companies are reckoning head-
count in terms of worldwide numbers. Just as with U.S. labor markets, 
the question in global labor markets is whether these will have their own 
demographic transition that could reverse, or at least partially unwind, 
the favorable supply shock of the last 10–15 years. 

I think it is quite likely that the currently favorable supply conditions 
in global labor markets will eventually experience some type of reversal, 
but it will take a long time for this shift to play out. To fi nd out how long 
this might take, it is worth looking at overseas labor markets to compare 
and contrast our own experience. In these remarks, I’ll look briefl y at 
Three Ps: the population overseas, participation rates, and productivity.
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As you see in Figure 6.13, dependency ratios are rising across the 
board, but what may happen in China and India is especially important 
for how the global labor supply may play out in the next few decades. 
China’s dependency ratio, partly as a result of its one-child policy, likely 
will rise and eclipse our own around 2037. Labor force participation 
there may slow as the population ages, and China is developing a new 
pension system that may somewhat change labor force participation. In 
contrast, India has had no one-child policy, and its demographic transi-
tion toward an older population is a long way off. 

Figure 6.14 compares labor force participation and productivity across 
countries. The isoquants defi ne countries with the same GDP per capita. 
Note that in this fi gure, the hours worked data per capita is for the entire 
population, not just the workforce. French per capita GDP is below that 
in the United States, primarily because the French choose to work fewer 
hours per week. Yet productivity in France is actually very similar to U.S. 
productivity. Figure 6.15 documents the differences in the French and 
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Figure 6.13 
Rising Dependency Rates: Ratio of Individuals Over 64 Years of Age to 
Individuals Aged 15 to 64 Years
Source: Australian Government, Intergenerational Report, 2007; Australian
Treasury projections and United Nations 2006 Revision Population Database,
medium variant projections; Morgan Stanley Research.
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American workweek more clearly. This difference famously refl ects cul-
tural differences, but it also refl ects labor market regulation. The policy 
message is that deregulation of labor markets abroad may reverberate 
in U.S. labor markets. Figure 6.16 shows how strong is the incentive 
to outsource in Asia and elsewhere based solely on wage differentials, 
although these data refl ect the Bureau of Labor Statistics’s defi nition of 
compensation on an hourly basis. U.S. compensation includes the fi xed 
cost of employer-provided healthcare, so defi ning it on an hourly basis 
may not be entirely accurate, but this won’t change the relative position 
here. The differences are still quite huge. Dale’s paper offers a rich menu 
for future research. Below I identify two key areas for further study that 
fl ows from the analysis presented in this paper.

1. The need to assess the impact policy changes may have on labor 
force participation and aggregate U.S. output. We know from Munnell 

Figure 6.14 
Labor Force Participation and Productivity: A Cross-Country Comparison
Source: Morgan Stanley Research; OECD Productivity Database, September 
2006.
Note: Average hours worked per person are calculated across the whole 
population, not just the labor force. Thus, the horizontal axis combines the 
population and participation components of the 3Ps. Countries on the same 
contour line have the same GDP per head.
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Figure 6.15 
Productivity Differences Between the French and American Workweeks, 
1960–2005
Source: Australian Federal Budget, 2007–2008, Statement No. 4,
http://www.budget.gov.au/2007-08/bp1/download/bp1_bst4.pdf; 
Groningen Growth and Development Centre, Total Economy Database, January 
2007; Morgan Stanley Research.
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and Sass’s paper and from Gene Steuerle’s work that changes in Social 
Security retirement ages and benefi ts, as well as the start of Medicare, 
induced important shifts in retirement decisions and in labor force 
participation among older workers. Will changes in the fi nancing of 
healthcare, such as proposals to tax employer-provided health benefi ts 
or proposals among the 2008 presidential candidates to fi nance U.S. 
healthcare outside of the workplace, induce signifi cant changes in U.S. 
labor force participation? Dale tells me that he is doing some work for 
the Department of Health and Human Services’ Centers for Medicare 
and Medicaid Services along this line, which I applaud. Immigration 
and tax policies are also worth analyzing. 

2. The globalization of product and labor markets has been disinfl a-
tionary for much of the last 10–15 years. I suspect that this situation 
will reverse, and changing demographics abroad, as well as the emer-
gence of giants like China and India, may play a role in that reversal. 
Over time, if these demographic transitions occur abroad, the disinfl a-

Figure 6.16 
Global Wage Differentials for Manufacturing Workers, 2005
Source: Morgan Stanley Research, U.S. Bureau of Labor Statistics.
Note: Asian NIEs (newly industrialized economies) include Hong Kong, Korea,
Singapore, and Taiwan. Numbers for China and India are estimates.
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tionary effect may reverse, and so an analysis of changing demograph-
ics abroad may play a role in that analysis. 

To conclude, I have a story that knits together thoughts about labor 
supply, incentives, cultural differences, and the risks of going global. It’s 
especially appropriate that a guy from Wall Street tells this anecdote.

An American investment banker was at the pier of a small coastal 
Greek village when a small boat with just one fi sherman docked. Inside 
the small boat were several large yellow fi n tuna. The American compli-
mented the fi sherman on the quality of his fi sh and asked, “How long 
does it take to catch them?” The fi sherman replied: “Only a little while.” 
The American then asked why didn’t he stay out longer and catch more 
fi sh? The Greek said he had enough to support his family’s immediate 
needs. The American then asked, “But what do you do with the rest of 
your time?” The Greek fi sherman said, “I sleep late, fi sh a little, play with 
my children, take siesta with my wife, Maria, stroll into the village each 
evening where I sip wine and play cards with my friends, I have a full and 
busy life.” The American scoffed, “I am a Harvard M.B.A. and I could 
help you. You should spend more time fi shing and with the proceeds, 
buy a bigger boat. With the proceeds from the bigger boat you could 
buy several boats, and eventually you would have a fl eet of fi shing boats. 
Instead of selling your catch to a middleman you would sell directly to 
the processor, eventually opening your own cannery. You would con-
trol the product, processing, and distribution. You would need to leave 
this small coastal fi shing village and move to Athens, then London, and 
eventually New York where you will run your expanding enterprise.” 
The Greek fi sherman asked, “But, how long will this all take?” To which 
the American replied, “15–25 years.” “But what then?” The American 
laughed and said that’s the best part. “When the time is right you would 
announce an initial public offering, sell your company stock to the pub-
lic, and become very rich—you would make millions.” “Millions ... then 
what?” The American said, “Then you would retire. Move to a small 
coastal fi shing village where you would sleep late, fi sh a little, play with 
your kids, take a siesta with your wife, stroll to the village in the evenings 
where you could sip wine and play cards with your friends.”

Comments on “U.S. Labor Supply and 
Demand in the Long Run” by Dale W. 
Jorgenson et al.

Erik Brynjolfsson

It’s been said that productivity isn’t everything, but in the long run, it’s 
almost everything. And there are few people, if any, who have made a 
greater contribution to our understanding of productivity growth than 
Dale Jorgenson, so it’s nice to have a few minutes of fame sharing the 
podium with him.

It’s fascinating to discuss U.S. labor supply and demand in the long 
run. We get to look way out into the future and speculate on what might 
be, which is always fun. Unlike Bob Hall’s business cycle weather predic-
tions, no one can really know for sure whether or not these estimates by 
Dale and his co-authors are going to come true for quite some time. But 
with that opening disclaimer, let me try to add some value to the discus-
sion of the issues surrounding future labor supply and demand. 

Briefl y, here’s a summary of some of the key takeaways from Dale 
and his co-authors’ work in this paper, and elsewhere, a lot of which is 
methodological. The Inter-temporal General Equilibrium Model (IGEM) 
that he has developed is very impressive, with its inclusion of thirty-fi ve 
industrial sectors in its number of inputs. As Dale mentioned, in the long 
run economic growth is really driven by demographics and technological 
change, his projections of which over the 2004–2030 period are being 
examined here. Quite a lot of effort went into that model and long-run 
projection, and he has harnessed an enormous amount of data that isn’t 
really very visible in the particular paper here at hand. You have to dive 
into a number of his other papers to see the enormous effort and technical 
detail that went into this model by Dale and a whole host of co-authors 
and other researchers, including related papers with Hui Jin and Kevin 
Stiroh. I think that soon there will have to be a separate sector added 
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to the U.S. economy to account for all the output from Dale’s research 
team.

In this paper, Dale goes ahead and estimates long-run U.S. labor 
demand and supply, using data he’s constructed based on the National 
Income and Production Accounts (NIPA), and calibrates these relation-
ships between the different sectors and the inputs, particularly on the 
price side. Dale then makes his projections based on certain exogenous 
variables, some of which we can pin down pretty well, like what will be 
happening to population growth and time endowment over time. Those 
variables are pretty much baked in already. But the projections also need 
to make some assumptions about what’s going to happen to the federal 
government defi cit (I’m glad to see that Dale thinks it is going to decline 
and go away), the current account defi cit, and some of the other most 
important macroeconomic variables moving forward. Dale’s collective 
research has really made a lot of contributions to predicting what will be 
happening with education, which really translates into labor quality and 
capital quality. When Dale gets his Nobel citation, I’m sure it’s going to 
prominently mention the contributions he has made to our understand-
ing that it is not just the quantity of capital and labor that matters, but it 
is the quality of these inputs that counts, which thanks to Dale are now 
important factors in everyone’s model of the aggregate economy.

Dale then projects the evolution to the economy that these technol-
ogy changes enable going forward. Again, you need to go to another 
paper of his to really understand and appreciate some of the novelty of 
what’s gone into this model and its projections. Dale just summarizes 
this research in a few sentences in this conference paper, but there is a 
tremendous amount of work that went into this model. His IGEM is a 
really dramatic extension of Bob Solow’s work—as Dale mentioned, 50 
years ago Bob developed the basic model of technological change that 
has really become the workhorse model of growth for economists. But 
if you want to understand input substitution in the various relationships 
between labor and capital, you can’t just have unbiased technical change 
in the way Bob Solow’s model includes it. You have to look at the bias of 
technical change for each of the different sectors, and that’s what Dale’s 
contribution has done. His IGEM is a very important innovation, and is 
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really going to be valuable for helping to address these questions about 
future labor supply and demand in the long run.

The key result, as Dale mentioned, is that we are going to have a 
signifi cant growth slowdown in a lot of the key input factors. Popula-
tion growth, labor force participation, and educational attainment are 
all slowing down. It’s hard to argue with any of these projections—you 
can quibble here and there on the margin, but the broad picture seems 
largely set in stone. Dale also sees a dramatic decline in investment growth 
and signifi cant multifactor productivity slowdowns. We can argue about 
whether that’s signifi cant or not, as in an early version of this paper he 
did not project much of a change. In this more recent version, the num-
bers have shown more of a decline, so maybe some of the text needs to 
match up with the numbers a little bit more on that score. But I think 
that the overall picture and the big takeaway is much slower growth is 
in the future for the U.S. economy. If you put all three together, slower 
labor supply growth, dramatically less investment, and signifi cantly lower 
multifactor productivity growth, you see that overall growth is less than 
half of what it was in the past, and that’s a function of all three of those 
factors, labor, capital, and productivity growth, interacting in his model. 
I’ll call this “the Great Slowdown,” as depicted in Figure 6.8 in Dale’s 
paper.

So that’s the summary and background; now for some comments. I’d 
like to be somewhat of an optimist, like Dale used to be in some of his 
earlier papers. So in thinking about what’s going forward, I’ll try to raise 
some questions that challenge these projections. Of course, it is much 
easier to be the critic on these sorts of things. 

Stability of the Parameters

One question I’ll raise is about the stability of the parameters used in 
the IGEM. Every forward-looking projection has to be estimated from 
the data we actually have in hand now. Since we do not have data on 
future years, we need to extrapolate from the historical data to project 
the future. This a natural thing to sort of do; for instance, to get future 
consumption patterns, you need to look at what people consumed in the 
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past and are consuming now in order to predict what people like my sons 
will be buying in the year 2030, when they will be the prime-age consum-
ers. What my sons are consuming now—iPods, Xboxes, cell phones, and 
lots and lots of hours of instant text messaging—pretty much accounts 
for all of their disposable income and all of their disposable time, as far 
as I can tell. It’s an interesting market basket, because none of those items 
existed 25 years ago. The point is that right now I cannot predict exactly 
what my sons are going to be consuming in the year 2030—obviously 
some of it will be housing and food, and maybe some of the discretion-
ary consumer goods will be in keeping with the electronic technologies 
they are consuming today, but one would suspect that there is going to 
be a different consumption pattern and set of relationships. Now if you 
aggregate these predictions enough, maybe you can lump them all into 
some broad categories, but it is not so obvious that all these fi ne-grained 
parameters are going to stay the same, and we need to remember this. 
While it is important to try and predict the future in order to make better 
policy choices today, we have to also recognize that to some degree this is 
an exercise in uncertainty. Who would have predicted the radio in 1900, 
television in 1925, video cassette recorders in 1965, or iPods in 1985?  
Later this week, I’m going out to Cisco Systems to see this new product 
they call TelePresence, a virtual “in-person” communications system that 
they think is going to revolutionize the world. A TelePresence unit costs 
$300,000 and enables people to have meetings across great distances, 
which cuts down on travel and saves time. While it costs $300,000 now, 
you can be pretty sure that in the next 10 or 20 years it is going to cost 
a small fraction of that and will have similar or better capabilities. Is a 
TelePresence unit going to be a big part of the consumption bundle in the 
future, much like cell phones or personal computers are today? I would 
bet it may be a standard part of the consumer market basket in 20 years, 
even though it’s not today, and it could substitute for or complement 
other things today.

Even aside from the uncertaintly about the future substitution relation-
ships among specifi c components, the unfortunate reality is that the key 
variables moved around quite a bit in the past. Take productivity growth, 
which has bounced around quite a bit over the last couple decades. Dale 
referred to the pessimism people have with the latest downturn, but over 
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periods of 10 or 20 years we have seen a doubling or a tripling of key 
productivity numbers. Surprisingly, in some cases the numbers change 
even for the exact same year. That happens because of revisions to earlier 
data. In one of his previous papers, Dale pointed out that for the year 
1996, the data were revised to show that productivity growth moved 
from 0.8 to 2.7 percent. So you’ve got to take these past numbers with 
some pretty broad confi dence bounds, and some of them with a grain of 
salt. But again, I’m being the critic here, which is a very easy task. Yet it 
is very diffi cult to come up with an alternative approach to the one Dale 
offers here, as you need to work with the data you have in hand. But I 
think that bearing in mind how these numbers can change just makes you 
want to be a little cautious about how precise you are about the predic-
tions made going forward. 

Price Identifi cation

Another key issue is price identifi cation, which is critical to this type of 
analysis. Estimating price effects at the intersection of supply and demand 
is the canonical example of problems introduced from simultaneity. It’s a 
very tough question to sort out, rather like the chicken-and-the-egg issue 
of which factor really determines the outcome of the other one. Dale 
does a fantastic job of using instrumental variables to address these issues 
of simultaneity—he works out these details in some of the companion 
papers to the IGEM that he pointed me to. While his instruments pass 
all the statistical tests, I can’t help but feel this nagging sense that I’m 
not fully understanding the model, because some of the correlations just 
seem a little unexpected. For instance, Dale mentions that increased price 
tends to be correlated with more technological change, such that this 
technology input is used more and more. That seems pretty counterintui-
tive to me—why would higher prices increase demand?—although that’s 
what the data say. It seems plausible that instead there’s some causality 
going the other direction, with higher demand leading to higher costs, as 
for instance when greater demand drives up wages in a technologically 
advancing sector. I’m not sure whether the technical change is leading to 
more demand for the input, which drives the price increases, but maybe 
there are some explanations that he can help us with. A related issue on 
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prices is that demand and supply tend to be much more elastic in the long 
run than in the short run. This raises some questions about which num-
bers are being used and how these are projected into the future. 

Adjustment Costs and Organizational Capital

Another issue is how you deal with adjustment costs and delays and 
the role of intangible capital. From my understanding of the model, it 
appears that the instant capital investments are made, these have effects 
on output and productivity, even before the capital is installed. Now it is 
diffi cult to reconcile this assumption with certain categories of intangible 
capital investment like software and information technology. I’ve done a 
lot of work looking at enterprise resource planning (ERP) systems. For 
instance, Scientifi c-Atlanta, which is part of Cisco Systems, purchased a 
large ERP system in late 1994, spent a lot of money and time, and didn’t 
go live with it until 1997; even then, the fi rm really did not realize its 
full impact for several years after; see Figure 6.17. This kind of delay 
partly refl ects the complementary of these unmeasured investments in 

Figure 6.17 
Scientific-Atlanta Enterprise Resource Planning (ERP) Timeline
Source: Aral, Sinan, Erik Brynjolfsson, and D. J. Wu. 2006. “Which Came
First, IT or Productivity? The Virtuous Cycle of Investment and Use in
Enterprise Systems.” Working Paper. Cambridge, MA: MIT Center for 
Digital Business.
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intangible capital, which I have become very convinced is a huge factor 
in the economy even though we don’t measure this kind of intangible 
investment very well.

How do you measure things like organizational capital? I visited a 
Dell computer factory a few years ago which had doubled its output in 
response to increased demand. But the way they accomplished this was 
not by building a new factory next to the fi rst one. Instead, Dell installed 
some software to redesign their business processes, and by establishing 
electronic links to their suppliers and their customers, eliminated some 
of the work-in-process inventory. This set of changes allowed them to 
produce twice the output with the same bricks and mortar. So had they 
really built a second factory? Actually, yes. Dell did build a second fac-
tory, but it was made out of software and business processes, not bricks 
and mortar. They installed the organizational capital that was producing 
real output in the form of physical computers, which resulted in real mar-
ket value and real revenues. So in that sense, I think installing these new 
business processes constituted a real capital investment, but unfortunately 
this investment is not something that shows up in the conventional GDP 

Figure 6.18 
Investment Share of Information Technology (Percent of Private 
Nonresidential Fixed Investments)
Source: U.S. Bureau of Economic Analysis.
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accounts as adding to the nation’s capital stock. This is not just an isolated 
story—you can look at many different examples from different fi rms, and 
see a similar pattern where hardware is just the visible tip of the iceberg 
that involves much larger investments like process engineering and human 
capital investment. These intangible capital investments actually account 
for the bulk of this capital investment, which I estimate is on the order of 
$2 trillion of information technology-related and computer- related intan-
gible assets that as a nation we have built up in recent years.

Pessimism on Productivity

In this paper, Dale and his team are very pessimistic on future U.S. pro-
ductivity gains given some of the other numbers generated in his model’s 
projections. I got the sense that the role of multifactor productivity is 
grinding to a stop in their model. They don’t provide exact numbers for 
the year 2030, when the projections end, but over the 2004–2030 period 
productivity is slowing down markedly. 

But has productivity growth in the United States has been slowing 
down historically? If anything, there has been an upsurge in the last 
decade or so, which in large part refl ects gains from information tech-
nology. It may be that to calibrate their neoclassical model they need to 
make some kinds of steady-state assumptions that eliminate the role of 
exogenous productivity growth. But I’m not sure exactly how this works 
through their model, and that is something I would be interested in hear-
ing more about in Dale’s response. This model’s predictions of declining 
future productivity growth are certainly much more pessimistic than the 
projections made by a lot of other people who have looked forward, 
albeit with less elaborate and less sophisticated models. If you look at 
the bottom line here, for a ten-year period going forward, one of Dale’s 
earlier papers with Min Ho and Kevin Stiroh estimated multifactor pro-
ductivity growth at about 0.91 percent, which is a bit more than double 
what it is in the current paper. To square it with the slowdown Dale now 
anticipates for the next 30 years, maybe all of the projected slowdown in 
the new paper happens after the next 10 years. 

Similarly, the paper sees real wages as kind of hitting the ceiling, as 
you can see in Figure 6.7 of Dale’s paper. Real wages rise, but at an ever-
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declining rate over the 2004–2030 period. Again, from the paper I get the 
sense this is because of the assumption that long-run capital growth has 
to equal output growth over time, so you’re going to have this asymp-
tote. But I think this prediction may depend on where that asymptote 
is located. Are we approaching this point in the twenty-fi rst century or 
sometime in the thirty-fi rst century? I’m not sure, and in my opinion that 
obviously is going to have a big effect on when we’re going to start seeing 
this kind of tailing off. 

To extrapolate these trends that drive the model, we need to speculate 
on what’s going to happen going forward with information technology 
and labor demand. A big question is whether or not this trend of produc-
tivity gains from advances in information technology is going to continue 
for the next 25 years. Dale predicts that productivity growth in infor-
mation technology equipment and software will be slower than it was 
historically over the 1960–2004 period, especially in the computer sector 
(which is called “non-electrical machinery,” ironically). Understanding 
the “why” behind the trend, as Lisa Lynch mentioned the other day and 
like the work that David Autor presented yesterday, is especially impor-
tant when applied to these potential future outcomes. 

Today, we have more and more computer applications that are “intel-
ligent,” from computer chess grand masters to software agents rec-
ommending books to different kinds of robots. Interestingly, in many 
cases, these applications were made possible simply because of increases 
computational power. This is useful to know, because improvements in 
computer power, not just microprocessors and memory, but also in hard 
drives and other components, are highly predictable. Moore’s Law, the 
doubling of processor power every 18 months, has held for nearly 40 
years. Computer scientists and engineers are confi dent that it will con-
tinue for at least another decade, and most think longer than that. 

If information technology does continue to post gains as seen in the 
past, we will start hitting some key thresholds. For example, a lot of the 
reason that today’s computers can’t do tasks like using vision to recognize 
objects as well as a two-year-old human is because our brains are simply 
much more powerful at the necessary raw computations than comput-
ers. The vision centers of our brains have billions of processors that are 
actually arranged in a very simple way. When engineers try to simulate 



Labor Supply and Labor Demand in the Long Run326

that ability in computers, it turns out that today’s machines do not have 
the same level of computational power as the human brain. But that’s 
not going to be true if these information technology trends continue for 
another decade or two. By then, we may actually have a level of compu-
tational power that by today’s standard falls into the category of things 
that only humans can do. That will result in a fundamental change in the 
way the economy works.

Assuming that within the next three decades we will get to this point 
is a more optimistic scenario than the one Dale presented. In addition, it 
is quite possible not only that the underlying trends in productivity will 
continue, but also that the factor share of information technology will 
continue to grow. Historically, information technology has become a big-
ger and bigger share of the economy, despite the rapidly falling prices of 
this technology. If this sector continues to take up a bigger share of the 
economy, then we are going to have not only rapid productivity growth 

Figure 6.19 
Moore’s Law and Computer Investments, 1970–2005
Source: Grove, A. S. 1990. “The Future of the Computer Industry.” California
Management Review 33(1): 148–60, and company data. Trend lines are authors’
estimates.
Note: P6 and P7 microprocessors and 256M, 1G, and 4G DRAMs are estimated 
by Intel and the Semiconductor Industry Association.
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in the related sectors, but this productivity gain is going to have a bigger 
overall weighted average affect on the economy. This effect will tend to 
raise the average productivity growth of the economy as a whole, above 
even its current growth rate.

Let me just close with a comment made by Todd Thompson, the for-
mer chief fi nancial offi cer of Citigroup. When I asked him about whether 
he was going to be able to cut his information technology budget because 
of rapidly falling prices, he said, “Oh, I hope not. I’m already spending 
billions of dollars on technology, and I want to spend more.” And I said, 
why? You don’t have to pay as much any more for your computers as 
you used to, doesn’t that mean you can reduce their share of the bud-
get? Thompson replied that Citigroup wants to try and get as much of 
the rest of the fi rm’s labor force over onto the technology bandwagon, 
riding down the gains from Moore’s law. I think there are a lot of other 
executives out there who are actively trying to be creative about shifting 
labor to areas where it can be augmented or replaced with computer 
power. If they succeed, then instead of winding down, we can expect 
to maintain or even increase the productivity growth rates we’ve seen 
historically. 

Figure 6.20 
Value Added as a Nominal Percentage Share of GDP, 1960–2006, with 
Projection to 2030
Source: U.S. Bureau of Economic Analysis.
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Public Policy and the Labor Supply of Older 
Americans

Stanford G. Ross

Most of the papers prepared for this conference make clear the desirable 
economic effects if older Americans worked longer and spent fewer years 
in retirement. Despite a small upturn in labor market participation by 
older workers in recent years, there is substantial room for signifi cantly 
greater movement in this direction. The public policy framework is a 
major determinant of when Americans decide to retire.1 Both workers 
and employers take some account of the rules related to retirement that 
are present in the Social Security laws, tax laws, and regulations govern-
ing private pension plans and individual retirement savings. This paper 
addresses the issue of whether the current set of laws can be changed to 
provide fewer incentives to retire early and offer more encouragement to 
work longer.2 

I. The Current Policy Regime Favors Early Retirement

The current legal and institutional framework in the United States is 
highly favorable to early retirement. Public policy does far less than it 
could to encourage older workers to stay in the labor force and fi rms to 
employ older workers. Social Security basically allows workers to retire 
at age 62 (which about 55 percent of Americans currently choose to do) 
and the vast majority (about 75 percent ) do retire under Social Security 
before the normal retirement age of 65 years. About another 20 percent 
retire at age 65, and at present very few workers (about 5 percent ) work 
beyond the normal retirement age. Moreover, Medicare benefi ts are pro-
vided at age 65 (and, in the case of disability, at earlier ages). Pensions 
and other private savings often are available at early ages, which offer 
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further inducement to retire earlier rather than “later.” Indeed, the shift 
from defi ned benefi t to defi ned contribution plans makes what assets are 
accumulated available at even earlier ages.

The Social Security system was not intentionally designed to favor early 
retirement. The system currently in place has resulted from a historical 
evolution of almost random political decisions and changing economic 
and societal circumstances. In 1935, when Social Security was enacted, 
the retirement age of 65 years was adopted without a great deal of debate 
or rationale, and only a small percentage of workers at that time sur-
vived beyond that age. Since the mid-1930s, life expectancies have grown 
steadily but the normal retirement age has only been adjusted once. In 
1983, largely to help restore Social Security’s fi nancial solvency, the nor-
mal retirement age was raised to 67 years, albeit with a very long transition 
over 40 years. The change to age 67, which will affect birth cohorts born 
in 1960 and later, did not fully refl ect the growth in life expectancy that 
had taken place over recent decades, nor was there any attempt to index 
the retirement age to take account of future expected gains in longevity. 

In 1956, early retirement at age 62 was provided for women (and 
the benefi t formula enhanced), but this was at a time when there were 
relatively few women in the labor force. Men were allowed to retire at 
age 62 in 1961 as a response to arguments for equitable treatment and 
the recession in the late 1950s. These were piecemeal benefi t enhance-
ments provided without a full appreciation of the possible long-term 
consequences. 

Signifi cantly, the early retirement age of 62 years was not changed in 
1983, when the normal retirement age was raised to age 67. Although 
the possibility was considered, the increase was not seen as relevant to 
the system’s solvency, the motivating consideration of the legislation, nor 
worth the political cost. In the case of early retirement at age 62, an actu-
arially fair reduction of the normal benefi t was provided, which reduced 
somewhat the incentive for early retirement, as did the amendments to 
the retirement test and the addition of the delayed retirement credit. The 
labor market implications of leaving the early retirement age unchanged 
were not seriously addressed. 

There have been recent changes in the current policy regime, making 
it somewhat less favorable to take early retirement. As the normal retire-
ment age rises from 65 to 67, the benefi ts for early retirees are reduced. 
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For example, when fully phased in, the benefi t at age 62 will be reduced 
from 80 percent of the normal benefi t to 70 percent. The retirement 
earnings test has been liberalized so that after the normal retirement age 
individuals can work and retain their earnings without penalty. The law 
increasingly provides an actuarially fair delayed retirement credit for 
workers who choose to work after the normal retirement age. When fully 
phased in, an additional 8 percent will be provided for each additional 
year of work up to fi ve years. Thus, the normal benefi t can be increased 
40 percent by working fi ve years longer. 

All of these provisions are in the process of being phased in, however, 
and, to a great extent, constitute “stealth” changes because of the lack of 
publicity about what is happening over the long transitions. This gradual 
implementation means that there are no dramatic changes at any given 
moment to infl uence behavior in a signifi cant way. For example, if the 
benefi t at age 70–72 years was highlighted as the “full” benefi t attain-
able, it could be pointed out that the early benefi t at age 62 is only 50 
percent of that amount (rather than 70–80 percent of the normal benefi t). 
Nonetheless, in the fi nal analysis, even after all the presently legislated 
changes are fully operative, the Social Security regime will continue to be 
highly favorable to early retirement. 

II. Possible Directions for Legislative Changes to Encourage Later 
Retirement

It would be possible to speed up the transitions to previously enacted 
later retirement ages. It would also be possible to speed up the delayed 
retirement credit changes. The benefi t formula could also be changed to 
provide enhancements for continued labor force participation (wages are 
now indexed only to 60 years of age, and work beyond this age rarely 
improves a person’s ultimate benefi t entitlement). But the major change 
that could make a large difference would be to move the early retirement 
eligibility age from 62 to 65 years, albeit with an appropriately timed 
transition phase. 

A change in the eligibility age for early retirement would almost neces-
sarily have to be part of a larger package of adjustments, probably includ-
ing further changes in the normal retirement age, perhaps to 70 years of 
age (or even beyond) to provide an appropriate structure. Other actions 
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might include easing the requirements for disability benefi ts for workers 
aged 62 to 65 years, and providing a signifi cant minimum benefi t for 
lower-wage workers and others who would be adversely affected by the 
changes in the early retirement age and the normal retirement age.

It would also be possible to provide tax credits for employers to hire 
older workers, perhaps through a remission of the employer’s share of 
the Social Security taxes that would otherwise be imposed. Further, a 
tax benefi t could be provided to older workers by remitting their share 
of Social Security taxes. Income tax credits and allowances could also 
be provided to employers and workers. In other words, given the politi-
cal will to change the laws to encourage later retirement, it would be 
entirely possible to provide greatly enhanced incentives for older workers 
to remain in the active labor force and for employers to employ these 
seasoned workers. 

III. Why the Prospects are Dim for Major Legislative Changes

What is the likelihood of enacting legislative developments that establish 
a public policy framework that is more responsive to the realities of the 
circumstances facing older Americans in the future and confronting the 
national economy?

To review the history, the Social Security program was established 
in the 1930s, reconstituted in the 1950s, and expanded in the 1960s 
and 1970s. Congress adjusted the system in the early 1980s. Yet since 
the disability reforms enacted in 1980 and major old-age and survivor 
reforms enacted in 1983, there have not been further changes with the 
same degree of policy signifi cance. Despite the Social Security fi nancing 
issues stemming from projected long-term defi cits, which fi rst became 
very apparent in the early 1990s, the political conditions for signifi cant 
Social Security change have not been present for almost 25 years. The 
program has largely remained static while the U.S. economy and society 
have changed dramatically. 

Since 1983, the closest we have come to a major Social Security bill 
was during President Clinton’s second term, when he held a series of 
policy forums across the country and began to assemble popular sup-
port for a major reform package. These changes would have involved 
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restoring long-term fi nancial stability to the traditional Social Security 
program while introducing the concept of an individual account system, 
possibly as an add-on to the traditional system with some subsidization 
of contributions for lower-income workers. The federal budget surpluses 
then projected from the vantage point of the late 1990s could have been 
used to help fi nance these changes. However, once Clinton’s personal 
diffi culties began to emerge and he became reliant on the more liberal 
House Democrats during the impeachment proceedings, the congression-
al support for such a package collapsed. Liberals would not support the 
addition of an individual account system and conservatives would not 
support changes needed to ensure the long-term fi nancing of the tradi-
tional system. The opportunity to modernize the program and reset it for 
the twenty-fi rst century was lost.

During his fi rst term President Bush put a great deal of energy into 
seeking Social Security reform that would have introduced an individual 
account system. However, many viewed his approach as substantially 
undermining the traditional Social Security system, and his proposals 
never received the popular acceptance and broad bipartisan support in 
Congress that would be required for such a major overhaul. His adamant 
persistence after the battle was lost produced adamant opposition, with 
the result that individual account possibilities may have been doomed for 
the foreseeable future. This highly partisan experience has clearly post-
poned any signifi cant opportunity for major Social Security reform until 
the next presidential administration, at the earliest.

It is important to understand that the problems of the current Social 
Security system go well beyond the issues of early retirement incentives 
and long-term solvency. The system has not been modernized and adapted 
to current societal conditions—it is a mid-twentieth century framework 
that does not mirror the realities of the twenty-fi rst century. For example, 
family benefi ts for spouses and dependents need to be reconsidered in the 
light of the greater participation of women in the workforce, increases 
in the rate of divorce, and the greater diversity of family patterns. The 
program’s entire structure and its administration need to be thoughtfully 
reviewed. In short, a comprehensive reform package designed to make 
the system sound now and in the future is in order—a challenge for some 
future president and Congress. 
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The political sensitivity of addressing the early retirement issue is par-
ticularly intense, as the reform efforts of the late Senator Daniel Patrick 
Moynihan (D-NY) reveal. Moynihan was the leading champion of Social 
Security during a long and distinguished Senate career, which culminated 
in his chairing the Finance Committee, which has jurisdiction over Social 
Security and Medicare. He developed a comprehensive reform bill dur-
ing the late 1990s as he approached retirement and refl ected on how to 
set the system on the right course for the future. The bill retained 62 
years as the early retirement age, and eliminated the retirement earnings 
test at this age, even as it substantially raised the normal retirement age 
and provided for increases in Social Security taxes to restore the system’s 
long-term solvency. Moynihan’s rationale for retaining the early retire-
ment age at 62 years was to maximize choice for individual workers, 
although it was apparent that based on a later normal retirement age, 
with the larger actuarial reduction of the early benefi t, many workers 
taking early retirement would receive lower benefi ts, and that if some 
lived long enough, that shortfall could possibly lead to providing Supple-
mental Security Income (SSI) (means-tested benefi ts) in greater amounts.

Moynihan’s bill, however, would have introduced an individual account 
system within the Social Security system that allowed workers to achieve 
more adequate benefi ts on an individual self-help basis. Moynihan broke 
with the program’s traditional rationale, which had emphasized from the 
mid–1930s the priority of providing benefi t “adequacy,” in the tradi-
tional system. This was a goal that some felt had only been achieved in 
1972, some 37 years after the program began, when benefi ts were raised 
substantially and indexed for infl ation.

A fallacy of the Moynihan position, to my mind, is that the very work-
ers who will opt for the early benefi t are likely to be ones who cannot 
afford to build up supplementary individual account accumulations or 
will not want to do so. Furthermore, making larger numbers of workers 
dependent on SSI would likely undermine the program in the long run 
(since it could make means-testing other aspects of the program a shorter 
step).

Looking to an individual account system within Social Security to 
compensate for an inadequate benefi t structure also neglects the fact that 
there are numerous opportunities for individual savings outside of the 
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Social Security program that lower income workers do not adequately 
utilize. While there might be some greater attraction for saving in an 
individual account system that is part of the Social Security system, it 
is far from certain how effective this solution might be, particularly for 
low-income workers, in a period in which the Social Security Administra-
tion manifests serious shortcomings in service delivery and government 
programs in general are on the defensive. 

In summary, the point here is not to disparage Senator Moynihan’s 
efforts, but to underscore the political diffi culty of raising the early retire-
ment age that is currently in place. Since this benchmark interacts with 
other important components of the U.S. retirement system, a compre-
hensive package of balanced reforms designed to better adapt the Social 
Security program to current socioeconomic conditions should deal ade-
quately with all these components in order to make a later retirement age 
more attractive and feasible for a signifi cant number of older workers. 

The 1983 Social Security reforms and the 1986 tax reforms under 
President Reagan remain models for principled changes to these large 
systems. These reforms involved bipartisan, balanced packages, based on 
a great deal of preparation, and deft management of the political process 
over an extended period of time. While neither reform package fully real-
ized the policy goals of their major sponsors, and the achievements of 
both degenerated subsequently, these efforts accomplished a great deal 
at the time and could have been platforms for further reform if there had 
been continuity in the political will for more reform. Assuming that this 
type of broad support and bipartisan cooperation are the fundamental 
political conditions necessary for any substantial future reforms of the 
Social Security and tax systems, the question is whether it is realistic to 
expect such conditions to emerge anytime soon. Currently, the partisan-
ship in Congress and the polarized nature of political discourse makes it 
seem unlikely that such a consensus would emerge. Thus, it seems unre-
alistic to expect that in the near term a major Social Security bill might be 
enacted that would substantially change the incentives for older workers 
and employers.3 

In truth, over the last few decades government institutions may be seen 
as having weakened in terms of the ability to respond constructively to 
societal needs. Professional expert leadership is often absent in govern-
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ment and the policymaking process has given way frequently to ideo-
logical formulations and crass political calculations. Major progressive 
reforms are diffi cult to achieve and are less frequently undertaken, espe-
cially when the gains are very long term, but the political election cycle 
runs on a short-term schedule. 

IV. Why the Prospects for Marginal Legislative Changes are More 
Likely

At this point in time, healthcare issues may well be the key to where 
the reconsideration of the public policy framework on entitlement pro-
grams develops. The costs of healthcare are rising and its accessibility is 
diminishing for all Americans. The costs of Medicare are rising and the 
Social Security cash benefi t will inevitably be diminished over time as 
the rapidly growing Medicare Part B and Part D premiums are deducted 
from monthly Social Security payments. Private employers are curtailing 
healthcare benefi ts, particularly for retired workers, but employed work-
ers are increasingly affected too. Healthcare costs are increasingly a prob-
lem in employing older workers. Pension provision has largely shifted 
from defi ned benefi t plans to providing defi ned contribution plans, and 
there are increasingly generous provisions for allowing employees to take 
their accumulations long before retirement, often when they change jobs 
at relatively early ages. 

All the presidential candidates presently are endorsing major healthcare 
reform and it seems likely that as we draw closer to the 2008 election the 
political imperatives for change will intensify. The Medicare Prescription 
Drug Improvement and Modernization Act enacted in November 2003 
under George W. Bush presents many problems as it becomes more fully 
implemented, and undoubtedly there will be an effort to reconsider this 
law as part of healthcare reform. The Medicare Part D drug benefi t will 
almost certainly need to be changed, as will many other aspects of the 
Medicare program.  

Any legislation designed to reform how healthcare is provided in the 
United States will probably not thoroughly consider how such reforms 
might lead to workers being encouraged to stay in the labor force lon-
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ger, and how this might affect fi rms employing older workers. Nonethe-
less, enacting healthcare reform clearly could provide the opportunity 
to change the incentives that would encourage longer working lives for 
many Americans. For example, to relieve the burden on employers of 
hiring older workers, Medicare could be made the primary (rather than 
secondary) payer of benefi ts for workers above age 65.  

It is also possible, however, that additional incremental changes will 
tilt the U.S. retirement regime even further toward taking early retire-
ment. Changes in the Medicare system could allow a buy-in before 65 
years of age to make health insurance available to those who are not 
yet eligible for Medicare. It was a popular reform to eliminate the Social 
Security earnings test, and the earnings test could also be repealed for 
retirees under 65 years of age. Such a change might actually increase the 
number of early retirees who continue to work.

In general, it is easier to extend benefi ts than to curtail or eliminate 
these entitlements, which means that politicians seeking to do something 
in the fi eld of Social Security and Medicare could well make the policy 
regime even more favorable to early retirement. Elderly Americans vote 
in larger numbers than do other age groups and are very important politi-
cally. As a result, incremental changes that favor older workers could 
be attractive, particularly if these reforms seem to involve manageable 
budgetary costs. 

V. Real Events are Likely to be More Infl uential Than Changes in 
Laws, and Could Lead to Constructive Legislative Change

It seems unlikely that Social Security reform will emerge as a major leg-
islative issue until the fi nancing problems become even more acute than 
at present. Thus, the current public policy regime is unlikely to be greatly 
changed in the near term. The “social engineering” approaches in the 
1983 Social Security Act and the 1986 Tax Reform Act are unlikely to be 
achieved in the near future because of a highly partisan political environ-
ment. This means that real events in the economy are more likely than 
any changes in the public policy framework to infl uence employees to 
retire, or encourage employers to employ older workers. Adverse changes 
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in prevailing economic conditions could stimulate changes in private sec-
tor behavior. If the economy falters and wealth prospects are diminished, 
so that individuals feel more insecure, there could be an impetus for 
working longer. On the other hand, if the economy continues to prosper, 
the stock market continues to do well, and the housing market remains 
relatively strong, workers may well accumulate wealth that leads to early 
retirement. 

On the employer side, if major labor shortages emerge, perhaps because 
immigration is curtailed and outsourcing is restricted, fi rms may need 
to adjust to a diminished labor supply by taking steps to employ older 
workers that previously they might not have seriously considered hir-
ing. Older workers are likely to want more fl exibility and even part-time 
jobs. Here, a precedent that may be instructive is the way employers in 
many areas have adapted their practices to encourage women to work. 
In many cases, women have required more fl exible work schedules and 
conditions of employment, including part-time opportunities at certain 
times in their work lives. Employment conditions can be changed if there 
is a desire to do so, and older workers would likely respond to encour-
agement from employers who provide greater incentives adapted to their 
particular needs.

The changing structure of the U.S. economy, which now is more ori-
ented around industries providing services and knowledge, often involves 
less physically demanding labor, and this should enable older workers to 
stay in the workforce longer; in some instances this already seems to be 
occurring. It is also the case, however, that the newer 24/7 service econ-
omy often produces more stresses and strains and there can be greater 
worker “burn-out.” In addition, some employers such as large law and 
accounting fi rms increasingly enable, and often force, their workers to 
retire at early ages in order to allow younger lawyers and accountants to 
rise within the fi rms. These are highly competitive fi elds where the fi rms 
do better by keeping their workforce young. 

Another factor favoring younger workers is generational. The com-
puter and digital revolution requires the constant learning of new skills. 
Older workers often have diffi culty with this retooling process. It is pos-
sible that younger generations that are more computer literate, techni-
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cally educated and well-trained, will fi nd it easier to adapt and keep up 
with the rapidly changing technology that is at the heart of much of the 
contemporary economy. 

All of these variables make it diffi cult to predict whether it will be eas-
ier for older workers to stay in the labor force longer, and for employers 
to better use the skills and experience that older workers can provide.

In the fi nal analysis, changes in real economic and social conditions 
may lead to changes in the public policy framework as the private sector 
seeks legislative changes that can help it to adapt to changing circum-
stances. Over time the laws could be changed to enable workers to work 
longer and employers to employ older workers, and the economy would 
benefi t from this increased labor supply. In other words, this could be a 
subject for which change is stimulated from the grassroots level, rather 
than by the policy establishment. 

But the political will for enacting these changes does not seem present 
now because neither U.S. employers nor aging workers and the orga-
nizations that represent them seem particularly motivated to seek such 
changes. Employers and the institutions that represent their business 
interests seem to give priority to easing immigration requirements for 
high-tech workers and other prime-age workers from abroad. In fact, 
aging workers and the organizations that represent them often see early 
retirement opportunities as important to preserve and enhance. It will 
take a massive educational effort to ready the aging U.S. population for 
the economic realities they will face going forward. 

Notes

1. The public policy framework is only one aspect of a complex situation, and 
what workers and employers actually do depends on a variety of economic and 
social factors. The public policy framework can be important beyond immediate 
pecuniary aspects in setting expectations for workers and employers. Non-pe-
cuniary considerations appear to matter a great deal in infl uencing retirement 
behavior. There is considerable evidence that workers often make retirement deci-
sions that are fi nancially disadvantageous to their self-interests. Another factor is 
the information used in making retirement decisions is often inaccurate or incom-
plete. The government’s role, particularly the Social Security Administration and 
Medicare, in providing useful information, and at times analysis and advice, is a 
subject that should be carefully explored. 



Current and Future Challenges for Policy and Research342

2. The larger question of whether people should work longer at the expense of 
greater leisure is not addressed. For any individual, the choice between work and 
leisure is a personal decision. For the society as a whole, it is a value judgment. 
This comment simply assumes that greater productivity is a public good from an 
economic standpoint.

3. In a related issue, the disability system is inconsistent in its goals, unfair in its 
results, and uneven in its administration. Considering its $110 billion annual pro-
gram cost, and $8 billion administrative cost, it is in imperative need of substan-
tive and procedural reform. But without the fundamental conditions for major 
reform being present, little can be expected to happen legislatively.

The Seven Deadly Sins in Aging Policy 
and Research: A Cautionary List for 
Policymakers and Prognosticators

C. Eugene Steuerle

Pride, envy, gluttony, lust, anger, greed, and sloth—theologians tell us 
that we become better people by examining these sources of failure. 

But my concern here is not with the classic seven deadly sins, but what 
I feel are the contemporary seven deadly sins being committed in current 
policy and research on aging.  Refl ecting on them likewise provides some 
warning signs for us acting as policymakers, researchers, or prognostica-
tors. 

I am not, of course, going to accuse any particular person of commit-
ting the sins I am about to discuss, since I am well aware of the Biblical 
injunction that only one who is without sin in these matters is allowed 
to cast stones.  More to the point, these shortcomings, some of omission 
and some of commission, are social sins: these overlay the macroeco-
nomic debate on aging even when some of us researchers and policymak-
ers claim personally at a micro-level to have avoided them. Finally, I am 
sure that some of you have different religious training, and will decide 
that some of what I label “sins” are actually virtues. 

Deadly Sin # 1: Giving Too Little Attention to the Labor Side of the 
Aging Debate

The fi rst deadly sin is paying too little attention to the labor (as opposed 
to capital) side of the aging debate. By listing this fi rst, I am obviously 
preaching to the choir assembled here. I congratulate Cathy Minehan, 
Bob Triest, and their Boston Fed colleagues for their leadership in taking 
on this most important, yet usually neglected, issue in the aging policy 
debate.
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Look closely at projections such as those performed by the Social Secu-
rity actuaries. Ignore any of the black box aspects of what these fore-
casters do, and it is actually quite easy to approximate their long-term 
projections by looking at nothing more than the projected change in the 
ratio of workers to benefi ciaries. In a pay-as-you go system, a decrease 
in that ratio from 3-to-1 to 2-to-1 (more precisely, from the ratio of 3.3 
workers per benefi ciary in 2008 to 2.1 by 2040) means approximately 
that per worker revenues need to grow by one-half, or per-benefi ciary 
spending fall by one-third. Those last fractions are fairly close to the pro-
jections by the actuaries of what would be needed in revenue increases or 
spending cuts to restore pay-as-you-go balance by about 2040.

But that labor force issue is not how we explain—I should say, obfus-
cate—the issue when talking to the American public. Instead, we discuss 
Social Security’s trust fund balances. We talk about spending down the 
trust funds, even though those funds never contained more than one-
tenth of Social Security’s long-term liabilities. We talk about introducing 
individual or personal accounts—like 401(k) plans paid for directly with 
our Social Security taxes—and pretend that these can magically grow 
into large future retirement benefi ts with no sacrifi ce now. We start exam-
ining ways to reshuffl e funds so that we can borrow at 0 to 3 percent real 
interest rates today, invest in a stock market paying 7 percent real annual 
returns on average, and then reap magic money through arbitrage. All of 
these ideas are discussed as if there are no risks involved, and no one is 
on the other side of each fi nancial transaction. 

In effect, through these various diversionary discussions, we convert 
what is primarily a labor market problem into a fi nancial market prob-
lem, with fi nancial solutions obtained by wielding our actuarial and eco-
nomic weapons, making our present value and trust fund calculations, 
and pretending large gains will be painlessly wrung from better manipu-
lation of these fi nancial accounts. 

I’ve been an observer of Washington policymaking for more than 
three decades now, and there has not been a single year in which Con-
gress did not adopt some new incentive for saving or investment, often 
through policies affecting private pensions or retirement accounts or dif-
ferent types of saving plans.  Yet national saving rates have declined, 
personal savings rates have even fallen below zero in recent years, and 
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most people still go into retirement with only modest private assets. I am 
not going to go through the reasons why these programs have largely 
failed, but the history of these failures should warn us about how far we 
can go in thinking that we can solve this looming labor market problem 
merely through attempts to ramp up saving, however worthy a goal in 
itself. 

Why have we collectively, as researchers, policymakers, and a nation, 
failed to pay much attention to the labor market piece of the aging issue? 
This failure centers in part around the way we defi ne the problem and 
how we form expectations based on historic precedent. One aspect of the 
defi nitional failure, which I will return to shortly, is the simplistic and 
misleading defi nition of an “aged” person or society. Right now I want 
to focus on another simplistic (and related) assumption: that in a grow-
ing economy we will always want to retire for longer and longer periods 
and, therefore, retirement policy is largely a matter of adjusting to that 
inexorable force.

Perhaps you think this is not a simplistic assumption, but rather that 
it has well-established theoretical and historical underpinnings. In eco-
nomic theory, leisure is used to provide closure to some mathematical 
models that economists use, but, let’s be honest: in point of fact, “leisure” 
is almost a meaningless concept. People, at least those who are not econ-
omists, don’t just do “nothing.” Granted, as societies get richer, people 
do demand a lot more of many “good” things, and often in increasing 
proportions.  Among those intangible items we seek are freedom from 
fi nancial pressures and the dictates of superiors in our jobs; we don’t 
like outside forces to command our use of time to do things we really 
don’t like doing. Yet in today’s service-oriented and Internet-driven econ-
omy, pleasurable activities—including intellectual challenges and enjoy-
able social interactions—increasingly can be sought on the job, not just 
through dropping out of the labor force. Fewer of us are stuck at the lathe, 
unable to talk to friends during the day, or unchallenged mentally on the 
job. The “new” economy means that we need to revise many of our ideas 
about what constitutes “work” and what constitutes “leisure.” 

Now you may assert that regardless of abstract economic theory, empir-
ical and historical work supports the notion that leisure, so to speak, is 
and always has been a superior “good.”  I don’t think so. Until roughly 
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a century ago, almost no one retired at all from the labor force. Veblen’s 
1899 book, The Theory of the Leisure Class, offers one anecdotal piece 
of evidence for this assertion, when he contrasts the small leisure class 
with the much broader working class. Back then, most people were farm-
ers and did some share of the family’s chores almost until the day they 
died. I guess starting from zero, time off from hard work is a superior 
good for a while, but that does not offer much evidence for its retaining 
its same value over time, especially when the structure of work is chang-
ing rapidly.  

Put another way, we don’t always seek more leisure. We seek more 
freedom and more enjoyable and stimulating activities. At various mar-
gins those good things might just as well be found in the workplace as off 
the job. Even if we did want more time off the job, it’s not clear why we 
would want exactly 100 percent time off from work and only for the last 
third or so of our adult lives.

The industrial revolution, of course, changed work and family struc-
tures largely by separating paid employment from family, social, and vol-
unteer life. But the traditional industrial economy has been on the wane 
for quite some time. Today, in the information age, growth in output more 
and more centers on services that can be provided in the profi t-making 
sector, the non-profi t sector, or the household sector alike. A similar story 
can be told of growth rates within occupations. Think of occupations 
in healthcare and the knowledge economy. This change in the economy 
implies that many aspects of life are becoming less compartmentalized 
over time. Devices like a period of retirement—a consecutive rather than 
simultaneous approach to providing the benefi ts of greater freedom—are 
less necessary to enable people, while participating in the workforce, to 
fulfi ll many different sides of their personal development. 

Now let’s look beyond theory to actual labor data. Over the last half 
of the twentieth century, we fi nd that the percentage of adults who were 
employed in the United States increased rather than declined in just about 
every non-recession year. Hours of work also increased over this same 
period. Does this data indicate that we always demand more and more 
leisure? 

Well, some might retort that sociological, not economic, factors were 
at play during this period. American women entered the labor force 
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faster than American men dropped out of it. The Pill meant having fewer 
kids, while new types of durable goods, like dishwashers and microwave 
ovens, and institutional changes, like equal rights and reduced discrimi-
nation, were all factors that enabled women, often much better educated 
than their predecessors, to enter the workforce in increasingly larger 
numbers.

In point of fact, these sociological factors were important, but mostly 
by empowering women to provide the labor supply that we as a soci-
ety demanded. That is, there still was a labor demand curve refl ecting 
our nation’s demand for goods and services relative to what could be 
produced. 

It is common these days to use time series data of age/sex specifi c 
actual labor supply to project future labor supply. A few assumptions 
are added—for instance, as they age, younger women will have a larger 
labor force participation rate when they are older than do older women 
today—but these additions don’t have huge effects on the ultimate esti-
mates of aggregate labor supply. Basically, new cohorts of the same age 

Figure 7.1 
U.S Labor Force Participation Rates for Men and Women Aged 55 Years
and Older Compared with the Entire Adult Population, 1948–2004
Source: U.S. Bureau of Labor Statistics, 2005.
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and sex are largely assumed to behave the same way as do current cohorts 
(with some modest upticks). For instance, if 70 percent of men aged 62 
currently don’t work, then it is assumed that 50 years from now roughly 
the same percentage of men that age will also not work. Since there will 
be a much larger percentage of people in retirement age, as traditionally 
defi ned, under these kinds of projections the percent of adults working 
will decline quite signifi cantly (for instance, from three workers per ben-
efi ciary to two per benefi ciary). 

Yet, in addition to misrepresenting the demand for freedom as a demand 
for leisure, as discussed above, the complication with this approach is 
that it essentially fails to assume much, if anything, about even the exis-
tence of a labor demand function. For instance, the data over the last half 
of the twentieth century is roughly consistent with a relatively inelastic 
labor demand curve boosted by an increase in labor supplied in the for-
mal versus informal labor market, as women responded to the sociologi-
cal factors already mentioned. When labor demand is introduced, all of 
a sudden different age/sex groups can be seen to be responding to that 
demand function according to the sets of relative opportunities facing 
them, thus helping explain the relative shifts in male and female partici-
pation rates. Labor demand also provides a partial explanation for the 
conversion from defi ned benefi t to defi ned contribution plans, as employ-
ees tend to work longer when defi ned contribution plans are in place. 
Traditional defi ned benefi t plans often pushed them out of the workforce 
at ages as early as 50, 55, and almost always by 60 or 62, as these private 
plans usually provide negative economic accruals of pension benefi ts for 
working longer. 

I am not asserting that labor demand is inelastic, only that our projec-
tions do not do a good job of dealing with the infl uence of labor demand 
on labor supply.

As a prognosticator, I will stick my neck out here. I predict that in the 
fi rst half of the twenty-fi rst century, older Americans aged 55 years or 
more are going to occupy the position that women occupied in the last 
half of the twentieth century—the largest pool of underutilized talent and 
human capital in the economy. And that in response to a potential short-
age of workers, their labor force participation will increase much more 
than implied by almost all projections made today.
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Deadly Sin # 2: Making Policy Without Setting Real Targets

The policy debate over many aging issues usually proceeds without any 
real targets based upon established principles, such as progressivity, effi -
ciency, or the equal treatment of individuals. For instance, take many 
of the recent debates that have centered either on preserving the current 
Social Security system or taking a portion of existing Social Security taxes 
and directing these toward individual personal accounts that would oper-
ate somewhat like individual retirement accounts (IRAs). What do those 
objectives even mean? “The current system” is hardly a principled target, 
and neither are “personal accounts.” These concepts may be the means 
to some ends, but the ends need to be specifi ed.

For instance, consider progressivity or “vertical equity,” as opposed 
to equal justice for those in equal circumstances, or “horizontal equity.” 
Presumably one goal of Social Security is to protect people from poverty 
or to redistribute income in some manner. The establishment of a pro-
gressive benefi t schedule clearly indicates a desire to instill a fair degree of 
progressivity, or income redistribution to those less well-off, into the pro-
gram. Fascinatingly, however, until the past few years almost no one even 
tried to measure what progressivity the Social Security system actually 
achieved. Or how this goal has changed over time. Like so many policy 
debates, the focus seemed to be more on symbol than on substance. 

When the 2001 Social Security commission established by President 
Bush was in the midst of its debate, groups on both left and right tried 
to lay claim to concerns over progressivity by playing the race card. One 
side claimed that blacks and other shorter-lived groups lost out in Social 
Security because of forced annuitization. Opponents of this view asserted 
that increasing the retirement age would disadvantage these same groups.  
Yet neither side asked for or used any empirical work to back up their a 
priori assertions. You’d think those policymakers and economists mak-
ing such proposals would want to know those facts so they could modify 
their proposals to achieve some realistic target for progressivity.  Ideology 
trumped empirics.

A similar complaint can be lodged against the debate over whether 
to carve some personal accounts, almost like mandated 401(k)s, out 
of existing Social Security contributions. The goal of these accounts is 
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presumably to try to increase the supply of saving.  But if that is the goal, 
then one has to be careful about the defi cits the government would likely 
run to fi nance these accounts. In addition, even if the government did 
not fi nance its saving subsidies out of it own defi cits or dissaving, one 
has to worry about the extent to which individual saving in such man-
dated Social Security accounts would be offset by the ability of people 
to put less money in other accounts or to borrow from other retirement 
accounts like 401(k)s, hence reducing any net saving. These behavioral 
issues, again, were largely ignored in most recent public debates on Social 
Security, including those surrounding the 2001 Commission set up by 
President Bush, as well as his efforts after the 2004 election to generate 
interest in Social Security reform. To a large extent, these reforms have 
been debated without agreeing on precise targets as to what the system 
should do, other than eventually be in some sort of fi nancial balance. 

Deadly Sin #3: Limiting the Debate So as to Be Politically Correct

The third deadly sin committed by so many in our economics profession 
is to limit the debate about aging to issues that are politically correct, at 
least within each political party or ideology. Topics such as progressivity 
and increasing retirement savings at least have been on the table, even if 
these issues were often engaged in a symbolic rather than in a real way. 
But many other important issues and principles are not even on the table: 
these considerations have largely been ignored because these are not the 
politically correct fi ghts of the day.

For instance, whatever happened to equal justice? The current Social 
Security system sanctions a broad and blanket discrimination against 
abandoned parents and other single heads of household, one that would 
be clearly illegal for private pensions and private property. Largely 
women, these individuals often work more hours, pay more taxes, raise 
more children, and get fewer benefi ts than other individuals who just 
happened to marry somebody with higher earnings. All other sorts of 
related glitches occur in the current system because of its outdated struc-
ture of family benefi ts designed around an Ozzie-and-Harriet-type house-
hold with only one working adult, who is male. Furthermore, consider 
the inequities surrounding the ability of a worker to generate benefi ts 
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for multiple spouses without paying a dime for any of them, the extra 
benefi ts offered largely to men who have children late in life, the dis-
crimination in favor of someone working 30 years and earning $40,000 
a year over someone working 40 years and earning $30,000 a year, and 
the denial of any spousal rights to a women who is married to the father 
of her children for less than 10 years. 

I have approached some well-known expert authors of Social Security 
books and proposals over the years, and all admit that the current sys-
tem of family benefi ts, as well as some other aspects of Social Security, 
are both unfair and ineffi cient. These shortcomings are slam dunk issues 
for any reform based on principles of equal justice or horizontal equity, 
regardless of how one comes out on some tougher issues, such as how 
large the system should be and the extent to which greater progressivity 
reduces economic effi ciency. But these authors invariably respond that 
these issues are diffi cult politically because any remedies would create 
some losers along with winners, and so they decide to dodge considering 
them. I fi nd this avoidance, particularly by experts, disturbing. It would 
be one thing if these problems were confi ned to a limited period of time. 
However, in theory we build these systems to be permanent—so the dis-
crimination will last eternally, or at least decades until the next major 
reform, and will grow in absolute terms along the way. I believe we have 
obligations as analysts to present a comprehensive and objective picture 
of the current failings in the Social Security system, and save the political 
compromises for the politicians to work out.

Deadly Sin #4: Misusing “Aging” as a Term

The fourth deadly sin relates to how we misuse the word “aging,” and 
some potential analytical errors that follow from this misnomer. To begin 
with, a crucial distinction must be made between the concept of people 
simply living longer, and the aging of an entire population due to lower 
birth rates. In the fi rst instance, we are largely measuring improvements 
in health status at given ages. For instance, a 65-year-old person alive 
today has more well-being than a 65-year-old living in 1940, at least as 
measured by having more years of life expectancy at that age and, as it 
turns out, better reported health status. The phenomenon of more people 
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living longer does not by itself “age” a population; that is, there is no 
necessary increase in the proportion of the population closer to death or 
in worse health because of an increase in longevity. Put another way, if 
“old” means being in the last ten (or fi fteen) years of life, or bearing the 
disabilities that often accompany “old” age, then the fact that we are liv-
ing longer does not mean that we are spending more years as “aged” or 
that the population is “aging.” 

Here’s an exaggerated example to make this point. If the population 
were suddenly to live on average to 100 years of age, rather than to 70 
years, would one assert that age 62 is “old” in both scenarios?

On the other hand, the decline in the birth rate clearly does decrease 
the percent of the population in their early years of life, and increase the 
percent who are in their last years. For example, the proportion of the 
population within fi ve years of death will eventually rise. In this scenario, 
social needs might indeed be relatively greater for items like assisted liv-
ing vis-à-vis transportation or housing.

How “aging” is defi ned has strong implications for our research and 
the conclusions drawn from these studies. Many current analyses assume 
that age from birth represents the same variable in measuring a person’s 
status in 1940 as it does in 2007. To the contrary, I suggest that it is more 
appropriate in later ages to measure people of equivalent age over time by 
their remaining life expectancy, or at least their relative age (such as being 
in the last 10 percent of their lives, as measured by life expectancy). 

In one simple analysis, I compared the labor force participation rate of 
men aged 65 years with the participation rate of men having close to 17 
years of remaining life expectancy for the 1940–2001 period. While the 
former showed a more steady drop in participation over most years of 
that period, the latter showed almost no drop in participation for about 
25 years until the early 1960s, when two major events occurred—in 1962 
men were granted an early retirement age of 62, and Medicare was made 
available in 1965.  These different curves imply very different weights for 
the infl uence of policy relative to an ever-increasing demand for leisure 
over time. 

Our use of words associated with age and aging also have powerful 
signaling effects. If 62-year-old individuals are told they are “old,” they 
may act accordingly. I once made an appeal in a column to reform Social 
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Security’s Old Age and Survivors Insurance by re-labeling it “The Mid-
dle-Age, Old Age, and Survivors Insurance System” when it provided 
benefi ts beyond some expected number of years, such as 15. I was not 
being facetious. The right label would probably go a long way toward 
achieving reform, since “old” is still correlated in many people’s minds 
with disability and incapacity.  Providing early retirement benefi ts for the 
middle-aged is a very different animal than providing needed retirement 
help for the truly elderly portion of the population.

Deadly Sin #5: Ignoring the Balance Sheet

Committing deadly sin #5, ignoring the budget balance sheet, is as easy 
a trap for policymakers and researchers as the Sirens’ call is for sail-
ors. Sometimes, when the amounts are small and the returns to marginal 
efforts are large, the budgetary issue is less important. However, when 
programs like Social Security and Medicare become huge relative to the 

Figure 7.2 
U.S. Labor Force Participation Rates for Men, 1940–2001
Source: C. Eugene Steuerle, Adam Carasso, and Meghan Bishop. 2002. The 
Urban Institute. Based on data from the U.S. Bureau of Labor Statistics, the 
U.S. Census of Population, and the U.S. Social Security Administration.
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rest of the federal budget, their movement has dramatic effects on other 
programs, just as the movement of an elephant in a room would affect 
everyone else in it.

Let me give some examples of how incomplete balance sheet account-
ing distorts policy predictions.

Consider the issue of taking earlier or later retirement. This decision 
affects not just benefi ts but the revenues that fund entitlement programs 
and the rest of government. Some calculations mainly attend to the effect 
on benefi ts, or benefi ts relative to past cash wages, as in calculations 
of replacement rates. The Social Security actuaries do better when they 
look to the trust funds, since those calculations at least incorporate Social 
Security revenues. But then they stop there.

In point of fact, when a person retires and drops out of the workforce, 
there is a decline in output and income roughly equal to that person’s 
marginal output or income from labor. As an example, take a worker 
making $50,000 a year who retires and collects benefi ts. If there is no 
new worker to replace this person, national income falls by $50,000, 
but almost all of the loss must be borne by others. That is, not only 
must someone come up with the extra $24,000 to pay Social Security 
and Medicare benefi ts to this retiree, but existing programs (including 
Social Security and Medicare) must get by with $16,000 less in income 
tax, Social Security tax, and other revenues that were used in part to 
fund other individuals’ benefi ts from government programs. The Social 
Security Administration does not estimate most of these revenue effects 
when analyzing reform proposals, nor does it report on the worker’s loss 
of other income from the wages that are foregone.

Another example derives from looking at the federal budget as a whole. 
Consider fi rst that growth in benefi ts is so rapid that an average-income 
50-year-old couple today is scheduled to get about one million dollars’ 
worth of Social Security and Medicare benefi ts across the 26 or so years 
that one or the other is expected to be drawing benefi ts. That is, this 
couple would need an interest-earning bank account of $1 million (in 
today’s dollars) by age 65 to cover the cost of its future Social Security 
and Medicare benefi ts. Younger couples get even more because benefi ts 
are scheduled to increase continually over time.
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But we don’t need to wait to see what this growth toward million-
dollar-plus packages of benefi ts, plus the decline of the percent of adults 
working, does to the government balance sheet right now. Between 2006 
and 2010, for instance, the cost of paying Social Security, Medicare, and 
Medicaid benefi ts is scheduled to grow by $326 billion. The growth in 
revenues implied by current law is only expected to be $494 billion over 
the same period. In other words, these three programs will absorb two-
thirds of all revenue growth. (Social Security, Medicare, and Medicaid 
already constitute about 40 percent of total spending.) If defense expen-
ditures fall moderately relative to GDP, and we add in interest on the 
federal debt, my calculations show that by sometime before 2020 there 
are no revenues left for any other function of government other than 
providing defense, Medicaid, Medicare, and Social Security.  Basically, 
middle-aged people today are scheduled, by the time they retire, to get 
almost everything government provides—for themselves. Their children 
and grandchildren are not scheduled to get much of anything, until they 
retire. Clearly, this situation is not morally, economically, or politically 
sustainable, but currently we are doing nothing to address the balance 
sheet implications of the policies now in place. 

Deadly Sin # 6: Assuming Away Arbitrary Aspects of the Status Quo 

Many economists love to argue that the status quo represents some logi-
cal equilibrium of market forces striving toward balance. The complica-
tion was that, at least until recently, they would discount the infl uence 
of arbitrary accidents, herd instincts, and other commonly recognized 
irrational and unpredictable human behaviors when making policy rec-
ommendations.

In the case of aging research, this status quo approach often assumes 
away the importance of downright bad policy design. Former Reagan 
press secretary Jim Brady had a term for how these types of situations 
come about, the BOGSAT method of decisionmaking: Bunch of Guys 
Sitting Around a Table.

It wouldn’t be so bad if we just acknowledged that the BOGSAT 
method is how much existing Social Security and health entitlement pol-
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icy was made, and then tried to adjust it pragmatically from then on. But 
once policy gets enacted, all sort of interest groups will assert that the 
process for arriving at that result was arrived at in some totally rational 
way. They will usually succeed in getting some economists to fall in line 
as defenders of the faith, to bolster their argument that some crazy line of 
arbitrary policymaking represents some ideal economic equilibrium.  

Let me give you one concrete example—defi ned benefi t pension plans.  
If one thinks about the history of defi ned benefi t (DB) plan design, the 
main rationale seems to be that early on, when pension schemes were 
young and seldom fully funded, some employers, or employers in bar-
gaining with unions, decided to reward their long-term, retiring workers. 
They latched onto this DB design as a way to try to replace in retirement 
a signifi cant portion of those workers’ last years of salary. Gradually the 
design was extended to the next generations, and government started 
insisting that such plans be funded. 

This design took off and for a time dominated private pension policy. 
But certain aspects of it were and always have been crazy. Calculate, if 
you will, the value of the DB benefi t in defi ned contribution (DC) terms—
that is, what a person gets if he or she stays on the job for one more year. 
I initially did this type of calculation when I was fi rst at the Treasury 
Department in the 1970s, a period when rising infl ation kept lowering 
the economic value of the DB plan for almost all younger employees—
but especially those who left a fi rm before an age that benefi ts are paid 
out. (The measure of the last or highest years of salary is not adjusted for 
infl ation, so someone who leaves a fi rm when 50 years old will suffer a 
benefi t erosion due to 15 years of infl ation if the benefi t, based on fi nal 
salary, is provided at age 65.) 

This DB plan design creates other problems as well, encouraging some 
employers to get rid of older workers and encouraging some older work-
ers to quit. Because staying on the job for awhile compounds benefi ts in 
an exponential fashion (for reasons I will not explain here), employers 
offering DB plans have an extraordinary incentive to get rid of senior 
employees in the fast-accruing years immediately prior to retirement. 
After all, the $30,000-a-year 50-year-old worker might be accruing 
$9,000 in pension benefi ts, whereas the 25-year-old worker paid the 
same salary might be accruing next to nothing. It might make sense, for 
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instance, to move a plant from Michigan to Tennessee when this non-
cash pension compensation gets very high for an aging workforce that 
has been in place for years. 

After their plan reaches peak economic value, on the other hand, 
employees often move into a situation where they accrue negative eco-
nomic benefi ts in their pension plan, so they retire early. Think of school 
teachers working for state governments, who get a maximum pension 
benefi t of 50 percent of pay after a certain number of years on the job. 
In this case, if a fully vested teacher paid $50,000 in her fi nal years of 
employment retires, she gets $25,000 of pension benefi t annually. If she 
continues to teach another year, she gets $50,000 of pay (assuming this 
salary is capped) but totally loses the pension benefi t for that year. 

So what is the sin here? Some economists like to argue that DB plans 
were appropriate for an older economic era where people did not work 
beyond the age of 55 or 60, stayed with the same employer through most 
of their lives, and did not have such long life expectancies. Perhaps DB 
plans were more appropriate in the past than today, but were many of 
these features of DB plans, such as lack of infl ation adjustment, ever really 
appropriate? The historical data simply do not support the view that in 
some halcyon earlier period, most American workers were employed by 
the same fi rm for most of their lives, and by the time they were 60 years 
old retired after 35-40 years with a gold watch and a golden pension. 
Workers who fi t this description were the exception, not the rule. Many 
of the other workers suffered discrimination, albeit legal discrimination, 
in their compensation packages when they achieved much lower rates 
of accrual in their pension plans for doing the same job. We need to 
admit it when crazy sets of incentives like the ones that have evolved 
from DB plans have real world implications, and accordingly adjust our 
plan designs, policies, and laws defi ning what is truly discriminatory.

Deadly Sin #7: Hubris about Knowing the Future

Now let me turn to the most deadly sin of all. Dante believed that Pride 
was the root of all sins and in Purgatorio he suggested that all souls 
must be fi rst “purged” of that sin. The root of our sins in aging policy 
and research—the sin from which most of the others fl ow—is our hubris 
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about being able to predict the future accurately. We then overconfi dently 
enact long-term entitlement policies that hamstring our children from 
following their own vision for how their society should evolve.  

Let me explain this hubris in the context of today’s federal budget. We 
have had budget problems before, but these were always easily contained 
in the following years simply by showing a little less exuberance in enact-
ing new legislation. Today, however, so many entitlement benefi ts have 
been promised for so far into the future that government has lost almost 
complete control over the future direction of policy. Decisions made in 
the past continually deter today’s policymakers from better allocating 
resources to meet the current needs of society and the new desires of vot-
ers in a democratic society.  Those policy decisions that attempt to pre-
ordain the future are mainly in the areas of retirement and healthcare, 
and in both cases the spending growth largely applies to the older adult 
population (children’s healthcare, for instance, is relatively inexpensive). 

Fundamentally, the federal government is oriented ever more each year 
to serving us when we are older. Middle-aged people, for instance, can 
expect to get larger and larger shares of government revenues for them-
selves, but smaller and smaller shares for their children or grandchildren. 
Among other considerations, this approach treats future generations of 
adults like permanent minors, whose future options must be controlled in 
advance. If they ever want to do something new with the taxes they will 
be paying, we budgetarily box them into fi rst having to retract on prom-
ises already made. We or our predecessors have essentially put into the 
law requirements for how all future revenues of the government should 
be spent for all eternity. 

Pride and Prejudice

In sum, aging policy and research needs to pay attention to its seven 
deadly sins if it is to advance policy in the interest of all U.S. citizens, 
young and old, living and still not born. 

Atoning for these sins of omission and commission will not be easy, but 
with the aging of the baby boom generation—the fi rst cohorts, born in 
1946, start collecting Social Security in 2008 and Medicare in 2011—we 
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will be increasingly hard-pressed every year we delay fi xing those pro-
grams. Reform is going to mean swallowing our pride, and giving up our 
natural prejudices toward old ways of doing things. These ingrained hab-
its are considerable, and include: 1) accounting for a labor market prob-
lem mainly in fi nancial terms; 2) fi ghting over retirement policy without 
setting targets based on fi rmly articulated principles; 3) excluding prin-
cipled reforms because these are not part of today’s politically correct 
debate; 4) poorly defi ning what it means to be aged; 5) ignoring both 
sides of the budgetary balance sheet; 6) defending parts of the status quo 
as natural when these policies derive from little more than past arbitrary 
decision-making, and 7) maintaining the hubris that we should restrict 
our children’s ability to determine how government should best meet the 
needs of their future society. 
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