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Abstract:

"This paper analyzes the maturity structure of term premia using McCulloch’s
U.S. Treasury yield curve data from 1953-91, allowing expected returns'to vary
across time. One-, three-, six- and twelve- month holdmg period tetirns on
maturities up to five years are projected on three ex ante variablesfo compute time-
varying expected returns, and simulations are employed to evaluate gconometrically
nonstandard constraints. The likelihood of expected returns monotonically
increasing in maturity (as implied by the liquidity preference hypothesis) is found to
vary systematically across values of the ex ante variables and by holding period.
Monotonicity is associated primarily with a steep yield curve, high interest rates,
and longer holding periods, while the hypothesis that nonmonotonic (hump-
shaped) maturity-return profiles are correlated with the onset of recessions does not
receive much support.
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I. Introduction

The liquidity preference hypothesis (LPH) asserts that expected returns on bonds of
different maturity but equal default risk, over a given-length holding period, are
monotonically increasing in maturity. The reasoning is that shorter maturity assets are
more liquid (ceterus paribus), having lower price volatility and transactions costs, and so
cornpensate their holders partly in the form of nonpecuniary “monetary services.”! Itis a
strong hypothesis—finance theory does not generally ﬁnpose-restrictions on the shape of
the maturity-return relationship—but several authors have found empirical support for it.

The LPH is also an econometrically nonstandard hypothesis, as it involves multiple
inequality constraints. Perhaps for this reason, in tests it has generally been simplified in
two important ways. The first of these is to test a weaker version of the hypothesis,
commonly whether expected retiirns on a given maturity bond are greater than on the one-
period-less maturity bond. The second, from the expectations hypothesis of the term
structure, is to assume in addition that expected holding period returns are constant across
time.2 |

These simplifications are restrictive, both theoretically and empirically. The LPH
constrains the full spectrum of maturities.and not just neighboring pairs. Empirically,
average holding period returns on U.S. bonds frequently decline across three or more
successive ma'turities, suggesting that expected returns may, as well.

Several results in theoretical and empirical finance cast doubt on the likelihood that
expected returns are constant across time. Intertemnporal CAPM-type models imply that the
returns to bearing a given amount of risk should move with the marginal utility of

consumption or other state variables, and thus will generally fluctuate across time. On the

1 There are a number of definitions of the term liquidity. The one that most closely matches that
incorporated in the LPH seems to be Keynes’s, where an asset 1s more liquid if it is “more certainly

realizable at short notice without loss” (1930, p. 67). Lippmann and McCall (1986) and Hooker and Kohn
(1995) provide measures of this concept of liquidity, and discuss how it relates to other definitions.

2 The “pure” expectations hypothesis asserts that term premia are alt zero. This extreme version has almost
no empirical support and is not commonly used. There are several closely related, but distinct versions of
the expectations hypothesis and corresponding definitions of term premia; this version (expressed in terms
of expected holding period returns) is the one most conmimonly analyzed in financial economics.



empirical side, a great deal of evidence has accumulated that holding period returns on
bonds are predictable using ex ante values of variables which fluctuate across time.
Forward rates, measures of the slope of the yield curve, spreads between yieldé on default-
free and risky securities, measures of volatility, and other variables have been shown to
reliably forecast returns on default-free bonds over a wide rémge of sample periods.3 This
implies that expected returns themselves are time-varying. |

If returns were assumed to be constant across time, then methods like those employed
by Richardson, Richérds:on and Smith (1992) could be used to test the full set of LPH
constraints. However, in the case of time-varying returns, the theory constrains predicte}d
values from a multivariate regression, so classical methods do not appeaf to be applicable. ™
The method proposed in this paper is to use the information about the first and second
moments of expected returns which is contained in projections of observed returns onto ex
ante variables. This approach is related to some recently proposed simulati@n 'rhethod:s for
testing calibrated models. In this work,* data are generated from a model W'ith particular
parameter values (which may be drawn from a distribution to account for uncertainty about

o1

their “true” magnitudes), and the actual data are used as a critical val ie: if the observed data

are greatly at variance with the simulated data, that is taken as evider‘gféé“against the model
and/or its parameter values. This paper reverses the procedure, creating distributions of
expected returns by sampling from the estimated projection coefficient distribution and
multiplying draws by ex ante variable values. These distributions can then be used, e.g.,
by tabulating the draws, to assess the likelihood that any constraint is satisfied. "
One-, three-, six-, and twelve-month holding period returns on maturities from one
month out to five years are ana}yzed, in contrast to most of the literature, which limits
analysis to one-month holding periods on bills. Longer maturities are included because

evidence shows that observed returns often decline beyond the 1-year maturity (e.g., Fama

3 Several references are discussed in section IT1.
4 For example, Gregory and Smith (1991) and Canova (1994).
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1984), and longer holding periods because Amihud and Mendelson (e.g., 1986) and Fisher
(1994) have argued that transactions costs have significant impacts on asset pricing
relationships, which are exacerbated with short holding periods. The ex ante variables are

a volatility measure, the level of interest rates, and the slope of the yield curve.

The likelihood of expected returns moﬁoiénically increasing in maturity is fi)ﬁnd to
vary systematically across values of the ex aﬁte variables and across' holding periods.
Monotonicity is associated with a steep yield curve and high interest rates. The correlation
between nonmonotonic (hump-shaped) maturity-return profiles and the onset of recessions
noted by Fama (1986), Fama and Bliss (1987), and Stambaugh (1988) does not receive
much support, while a strong tendeney toward ‘monoto,hicity with loﬁ ger holding periods
does.

The paper is organized as follows. Section II describes the data. Section III discusses
the existing literature comparing time-varying returns across maturity, compt}teéx projections
to generate expected return distributions, and performs simulations alloWing for time

variation in expected returns. Section IV concludes.

II. Data
The data employed are McCulloch’s (1990) yield curve estimates updated to early

1991 by McCulloch and Kwon (1993). The principal benefit from using this data source 1s

its wide and even coverage; monthly yields from 1953 through 1990 on maturities from

one to sixty months, with no missing values, are analyzed.’ Prev’ious analysis using

CRSP data lose several months to missing obgervations and have some controversial

timing definitions as well.6 An additional benefit is that the spline-smoothing procedure

employed in the construction of the data may reduce measurement error and anomalous

i

5 The availiable yield curves are monthly, 1947:01-1991:02; the data before the end of the Fed-Treasury
Accord are omitted from the anatysis.

6 E.g., the “Fama (1984) files” define the twelve-month bill as the longest bill with more than eleven
months and ten days to maturity; Richardson, Richardson and Smith (1992) considered this definition too
unreliable and omitted twelve-month bills from their analysis.
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bid/ask spreads that have sometimes occurred and been the source of inference issues (cf.
McCulloch 1987). The drawback, of course, is that the observations are not on actual]y
traded securities.

The data are given as continuously compounded yields to maturity on pure discount
bonds, observed at monthly intervals, and expressed as annual percentage rates. Denoting
* such a yield on an n-month bond in period £ as yp(f), its price if the bond pays $1 at

i

maturity is obtained as

| pra(®) = exp{1 - [1 + ya(9)/100712). (1)
Holding period returns are associated with the maturity of the bond at the time of purchase:
H;(t) = In[prp.{t+7)] - In[prp(#)] gives the continuously compounded 7-month holding
period return on an n-month bond purchased in month . The return premium
(synonomously referred to as the term premium and excess return) is defined as P:(t) =

H:(t) - H;(t); One-, three-, six-, and twelve-month holding periods are analyzed. Return

premia may be computed at maturities of two through 18 months for one-month returns;
four through 18 plus 21 and 24 months for three-month returns; seven through 18 plus 21,
24, 30, and 36 months for six-month returns; and 13 through 18 plus 21, 24, 30, 36, 48,
and 60 months for 12-month returns. The term structures represent the afternoon of the
last business day of the month, so as defined a premium P’f('t) should be orthogonal to
period f observables undef the null of constant term premia.”

Tables 1 through 4 report the average term premia for holding periods of one, three,
six, and twelve months respectively, for six different sample periods—1/53-7/64, 8/64-
12/72, 1/73-12/82, 1/8}-2/91, 8/64-12/82, and 1/53-2/91—which comprise those used in
Fama (1984), and subsequent papers discussed below. Data from before 1964 have not

been used in most recent studies of the maturity structure of term premia.® Standard errors,

7 There is a potential problemn with orthogonality and timing when ex ante variables like consumption and
output are used, because they are subsequently revised. The ex ante variables used here are not subject to
revision.

8 Keim and Stambaugh (1986) is an exception. Fama (1984) also analyzes bond, but not bill, returns
beginning in 1953.




corrected for heteroscedasticity and overlapping observations, are used to compute -
statistics.

The one-month, three-month, and six-month premia are on average monotonically
increasing in maturity in the full sample. The 1964-72 subsample has “wiggles” in the 6-
month to 12-month range, and the 1973-82 subsample is hump-shaped; the returns in the
latter case are not significantly different from zero beyond 7 months. The premia in the
1982-91 sample are strongly monotonic? and numerically much larger than in the other
subsamples. Fama (1984) and Richardson, Richardson and Smith (1992) found similar
results with CRSP data and one-month returns. The 12-month average premia are
monotonic in all samples; in the pre-1982 case they are numerically small and not
significantly different from zero, while in the 1982-91 subsample they are again large and
significant. If expected returns were constant across time, such differences across
subsamples and holding periods would have to be explained by sampling error. Time-
varying expected returns provide an alternative or supplemental explanation, which is

explored in the next section.

[II. The Maturity-Return Structure with Time-Varying Expected Returns

In recent years, a great deal of research in finance has attempted.to identify a small
number of state variables which proxy for the risks investors are paid’t'o bear. These
variables, and thus the underlying risks, are time-varying. Although this research program
is far from settled, considerable evidence has been accumulating that returns on default-free
bonds and other financial assets are predictable using ex ante values of several key
variables. These yariables include forward rates, variances and conditional variances of
returns, spreads between risky and riskless short-term interest rates, measures of the slope

of the yield curve, and the leve] of interest rates or other asset prices.

9 Hereafter, “monotonic” is used to mean “monotonically increasing in maturity.”
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There are a variety of theoretical reasons for these variables’ predictive content. Term
structure models like that of Cox, Ingersoll and Ross (1985) imply that forward premiums\
are predictors of excess returns. Variances are meant té capture risk directly, as they are
often interpreted as reflecting fundamental uncertainty about asset returns and about the
state of the economy more generally. However, as illustrated in Backus and Gregory
(1993), theory generally does not restrict the sign of the conditional second moment-risk
;)remium relationship. Spreads are meant primarily to capture real returns to bearing risk,
which may fluctuate with the availability of credit as stressed in the “credit channel of
monetary policy” literature.

The slope of the yield curve has been shown to be a powerful forecaster of both real
activity and asset returns, although causal interpretations have been varied and
controversial. Finally, two conflicting theories of the effects of the level of interest rates on
the maturity structure of returns have been advanced. Kessel (1965) argued that since
nominal interest rates determine the opportunity cost of holding money balances, the
monetary services yielded by short-term bonds are more va‘lﬁable, the higher the interest
rate. Thus, when interest rates are high, long-term bondholders must earn higher average
returns to offset these advantages. Nelson (1972), however, argued that term premiums
should vary inversely with the level of interest rates owing to the skewed distribution of
bond price changes induced by the lower bound of zero on nominal interest rates.

If return premia are partly predictable from linear projections on a vector of ex ante
observable variables X, then we may write - ‘

PE(1) = X(0*B + €X(1), @
and the LPH inequalities, P; > PZ_j Y j >0, are a function of both the elements of X and of
the f’s. While I am not aware of any‘re'search that formally tests the LPH with time-
varying returns, in recent years several papers have compared estimates of [’s for a variety
of n and predicted values from (2) for small numbers of maturities. These are discussed in

the next subsection.



A. Existing Evidence

Fama (1986) analyzed the two-month holding period return on a three-month bill, the
three-month return on a six-month bill, and thé six-month return on a 12-month bill (all
premia over one-month returns), using Salomon Brothers’ Analytical Record of Y ields and
Yield Spreads data running from 1967 to 1985. Regressions of these term premia on the
corresponding forward premia yielded coefficients which were significantly different from
zero with R? values between 0.23 and 0.46, p}oviding strong evidence of time-varying |
expected returns.

Fama also argued that whether or not the eéxpected term premia were monotonically
increasing in maturity was closely related to the‘ stage of the business cycle. Denoting by
Bx/Sy‘the return from buying an x-month bill and selling it as a y-month bill, for each
month in November 1971-November 1972, March 1975-March 1978, and July 1983-July
1984, periods that correspond roughly to recoveries and expansions, the ordering of
predicted values from the regressions was B1/S0 < B3/S1 <B6/53 <B 12/S6 (monotonic).
In the months December 1972-February 1975 and April 1978-June 1983, which .
correspond to recessions and some months preceeding them, the ordering was B1/50 <
B3/S1 < B6/S3 > B12/S6 (hump-shaped).

Fama and Bliss (1987) analyzed longer holding periods on longer maturity U.S.
government bonds, namely one-year excess returns on two- through five-year bonds. Like
Fama (1986), they found that regressions of term premia on the corresponding forward
premia yielded significant coefficients, although with So’mewhat lower R2 values (between
0.05and 0.14). Since the coefficients were again near 1.0, they equate forward premia
with expected return premia, which tend to be positive during expansions and negative
before and during recessions. However, Fama and Bliss only informally compare& term
premia across the different maturity bonds. Stambaugh (1988) extracted latent factors from
forward rates and used them to predict return premia. His Figure 3 (p. 65) plots point

estimates for expected values of P13 - Pg and Pg - P (one-month holding period) from



“ 1964 through 1986. While he argued that hump-shaped maturity-return profiles—P;2 < Ps .
> P;—obtain primarily when the economy is heading into a recession, the figure shows
that during most of 1964-69, 71-74, and 76-80 that shape is predicted as well. The shape
P, < Pg < P} obtains only for a few months, some of which are during expansions and
-gome during recessibns.

Keim and Stambaugh (1986) predicted returns using three ex ante variables designed
to roughly reflect levels of asset prices: the spread between low-grade corporate bonds and
oﬁe-month Treasury bills, the log of the ratio of the real S&P Composite Index to its
average value over the previous 45 years, and the log of the share price, averaged equally
across the quintile of smallest market value on the NYSE. They regressed returns on ten
bond portfolios, ranging from 6 months’ to 20'years’ maturity, on each of the exante
variables separately. In each of the three sets of regressions, the coefficients on the
regressor are nearly monotonically increasing in maturity, with a supplementary regression
suggesting that they are reliably so.

In the regressions on the spread and on the S&P variable, the constant terms are
monotonically decreasing in maturity, while those in the regressions on the smallest quintile
variable are monotonically increasing in maturity. The spread variable is always positive,
so the constant and regressor have opposing effects on term premia. When the spread is in
its range observed over 1950-80, the predicted return structures can be upward sloping,
flat, humped, or downward sloping. The intercept and Tegressor effects from the S&P
equations reinforce each other to predi;:t returns decreasing in maturity when the variable is
above its historical average level (it is entered negatively). The constant and the regressor
in the smallest quintile regressions have opposite effects when the variable is negative, and
like effects, both predicting an increasing return structure, when it is positive. ‘The adjusted
R2 values for the regressions are relatively low (ranging from a high of 0.045 to under
0.01), reflecting the high volatility of longer-term bond returns, and suggesting that many

different return-maturity hypotheses might not be rejected by the data.




Campbell (1987) analyzed the ability of four ex ante variables—the one-month bill
rate, the two-month less the one-month bill rate, the six-month Jess the one-month bill rate,
and a lagged excess return—to predict excess one-month returns on two-month bills, six-
month bills, and ten-year bonds in multivariate regressions. The estimated coefficients on
the constant, the second yield curve slope, and the lagged excess return are monotonically
decreasing, incréésing, and increasing in maturity; many of them are significantly different
from zero. Thus a variety of shapes for the maturity-return profile are possible. Thé R2
values for the regressions range from 0.032 to 0.252. Engle, Ng and Rothschild (1990)
ran the full Treasury bill range (one-month excess returns) on these same ex ante variables,
and found similar results: the constant terms are nearly monotonically decreasing and the
coefficients on the level of interest rates are monotonically increasing in maturity.

However, the coefficients on the two yield curve slope variables are negative and
decreasing, and positive and increasing in maturity, respectively, suggesting that the shape
of expected returns may depend upon somewhat subtle chianges in the shape of the yield
curve.

Engle, Ng, and Rothschild (1990) and Engle and Ng (1993) estimated a one-factor
model for T-bill one-month excess returns where the factor is given by an equally weighted
bill portfolio with changing excess return variance. They too found that the constant terms
in the exceSs' return equations are decreasing in maturity (beyond 5 months), and that the
factor betas are increasiﬁg in maturity. This has the implication that expected term premia
will be increasing in maturity whén volatility levels are high, but hump-shaped when
volatility is average or low . They also found that the magnitudes of the term premia are
quite small unless volatility levels are high, and that factors other than the conditional
variance of the weighted bill portfolio also contribute to expected term premia. (Three of
Campbell’s ex ante variables enter significantly in the factor-excess return equations.)

Finally, Klemkosky and Pilotte (1992) examined the predictability of one-month

excess returns on two-month bills through twenty-year bonds over 1959-89. They used



two ex ante variables, the change in the risk-free rate over the holding period, instrumented
by the standard deviation of forward rates for the different maturities at 7, and the level of
interest rates. They found that the coefficients on the former variable increase in maturity
and, at least for data before 1979, the coefficients on the level of interest rates decrease in
maturity. They did not examine the implications for monotonicity or report R? values..
These results from the time-varying returns hterature are much less supportive of the
LPH than are those in the constant returns hterature e.g. McCulloch (1987) or R1chardson
Richardson and Smith (1992). In particular, many of the studies find values or
combinations of ex ante variables which are associated with hump-shaped or downward
slop.ing maturity structures, and several suggest that whether or not returns are monotonic
may be a function of the state of the business cycle. In the next subsection, realized return
premia from a wide range of sample periods, holding periods, and maturities in the
McCulloch data are regressed on three ex ante variabl'esﬂ, and the results compared with
those above. Simulations of time-varying return premia are then generated from these
regréssions, and used to assess the shape of the expected retﬁm-maturity profile under

various conditions.

B. Return Premia Regressions

The ex ante variables used to predict excess returns throughout the analysis are a
mea;ure of volatility (the simple standard deviation of the 1-month yield scaled by its mean
over the past 12 months), the yield on a 3-month Treasury bill, and the slope of the yield
curve (défined as the 6-month T-bill yield less the 3-month T-bill yield) in month z. This
unconditional measure of volatility, rather than a conditional one, was used because it
involves no out-of-sample inf(;)rmation and for its ease of computation. The adjusted R2
values are as high or higher than those reported in the papers discussed above, so it appears
that these variables are capturixg g most of the information available for predicting return

premia.
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Tables 5 through 8 present coefficient estimates and f-statistics for the éegressions of
different holding return premia on the ex ante variables.10 Virtually all of the subsamples
and holding periods generate similar patterns of coefficients across maturity: the constant
terms are usually negative and" decreasing in maturity, often significantly so and particularly

‘with longer holding periods. The coefficients on the volatility variable are also mostly
negative and monotonically decreasing; they are significantly negative in about one-fourth
of the,icases. The 3-month bill yield enters with positive, monotonically increasing
coefficients which are strongly significant in the majority of cases. Finally, the coefficients
on the slope of the yield curve are positive and monotonic, and significantly so in most
cases. While the magnitudes differ across holding periods and subsamples, sometimes
substantially, coefficients that do not fit these patterns are never statistically different from
Zero.

Perhaps the most surprising regression results are the negative coefficients on the
volatility variable. However, this is due to the scaling of the variable by its mean overnthe
past year: both univariate and multivariate regressions with unscaled (and still
unconditional) volatility measure yielded positive coefficients. Though the standard
deviation is scaled by the interest rate level, this does not Jead to much multicollinearity; the
highest pairwise correlation with another ex ante variable in any subsample is about 0.40.

The regressions indicate that high interest rates are often significantly associated with
return premia increasing in maturity. This is consistent with evidence found by Kessel
(1965), Pesando (1975), Friedman (1979), McCulloch (1975), and Fama (1976), and
supports Kessel’s opportunity-cost-of-money argument. Itis contradictory to evidence
presented by Nelson (1972), Van Horne (1978), and Klemkosky and Pilotté (1992). An
association between high interest rates and a monotonic return-maturity profile also does

not fit the recession-timing observations of Fama, Bliss, and Stambaugh: interest rates are

10 Only a representative few of the equations are shown, to save space; the full tables are available on
request. t-statistics use standard errors corrected for heteroscedasticity and overlapping observations.
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typically high before and during the early parts of recessions, when they argue that
expected returns are hump-shaped.

The finding that coefficients on the slope of the yield curve are monotomcally
increasing and significant is consistent with much of the evidence discussed above. Itis
well-known that the yield curve is often inverted before and during recessions, and indeed
this variable is near zero or negative and the term structure of returns is downward sloping
(beyond a few months) in several recession periods, including early 1956, early 1970,
early 1974, and most of 1981. However, there are several expansion months when this
variable was well below its mean and thus contributing to expectations of nonmonotonic
returns: in late 1962, mid 1964 (when both volatility and the level of interest rates were
very low), and 1968. |

While the coefficients vary across subsamples, x? tests for whether the coefficients
differ statistically between the full sample and any subsample do not reject at anywhere near
conventional significance levels. Therefore, the coefficients from the full-sample

estimation are used in all of the simulation work in described in the next subsection.

C. Monte Carlo Evidence on Monotonicity with Time-Varying Returns

Time-varying expected return premia are generated with predicted values from (2), in
stacked vectors of multiple observations and maturities:

P=uneXp, 3)
where P is a TxN vector of return premia, X is a matrix of T observations on the three ex
ante variables plus a constant, and B\ is the vector of estimated coefficients (reported in
Tables SA-8A), e.g., for one-month holding periods [3\ = [ﬁ é E ; lev] B B is assumed to
be normally distributed around its point estimate with its estimated asymptotic variance-

covariance matrix,1! and X is treated as fixed in the simulations.

11 There is evidence that returns, and so expected returns, are fatter-tailed than Normal. This is partly

accounted for by adjusting the variance-covariance matrix of f3 for heteroscedasticity.
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Since each observation has different values of the ex ante variables which lead to
different expected return premia and maturity-return patterns, it is generally not appropriate
to compute averages across observations within a subsample. Instead, simulations are
conducted with the ex ante variables set at particular values to assess the likelihood of
different maturity-return profiles when the economy is in those represerntative states.
Draws are smoothed!2 and then categorized as either monotonically increasing, hump-
shaped, or neither, with the definition for the second being if any one of the “internal”
average premiums exceeds both endpoints, e.g., Ps greater than both P, and Pqg in the
one-month case.

The first set of simulations measures the preponderance of monotonic and hump-
shaped maturity-return profiles at a variety of combinations of the ex ante variables. Each
is sét equal to its mean, its 20th percentile observed value, and its 80th percentile value,
giving 27 different combinations for each holding period. In each of these 27 x 4 cases,
1000 draws were taken. The results are tabulated in Tables '9:-12..

The frequency with which expected return premia display a monotonic or hump-
shaped pattern is seen to be closely tied to the values of the ex ante variables. Monotonicity
is associated primarily with a steep yield curve, and to a lesser degree with high interest rate
levels. These are the main factors which distinguish the 1980s subsample, with its very
strong ex post monotonic character (cf. Tables 1-4), from the other subsamples. Longer
holding periods also favor monotonicity. Hump-shaped maturity-return profiles are
associated primarily with flat or inverted yield curves, and the level of (scaled) volatility
plays a minor role. The results with twelve-month holding periods are stark—there are
many 0% and 100% entries. This is primarily caused by the much smaller variance of the
expected returns, which is illustrated by the narrow confidence intervals shown in Figure 4

and discussed below.

12 Draws are smoothed with a moving average filter to eliminate “blips” in the maturity profile. The
weights are (1/9 2/9 3/9 2/9 1/9) on (Pp.2 P-1 Py Pn41 Pna2) for “interior” n, {1/2 1/3 1/6) on the first
three premiums (symmetric for the last thre¢), and (174 3/8 1/4 1/8) on the first four premiums (again
symmetric on the last four).
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The second set of simulations essentially puts confidence intervals on point estimates
of expected return premia for a few selected maturities like those plotted in Stambaugh’s
(1988) Figure 3. One thousand draws of expected premia were taken, using the full set of
T obse'rvations, for the shortest, the longest, and one-half the longest available maturity for
each holding period: (P}, P), PLo}; (P2, Poy, P2}, {PS, Py, PSg), and (P3, P3g, Peo)-
The draws were then sorted, and the 5th and 95th percentiles plotted in Figures 1-4.

In all cases, expected premia at the shortest maturity are small, usually positive, and
relatively certain—the 5th and 95th percentiles nearly coincide. In the one-month, three-
month, and six-month holding period cases, the greater uncertainty at longer maturities 1s
evident, with the 90% confidence interval for the longest maturity bracketing the other two
in 30-40% of the data observations. The confidence intervals also all show positively
sloped trends: a salient feature with all four holding periods is that expected retﬁrhs have
gotten larger and more monotonic over time, at least up through the early 1980s.

The association between monotonic and hump-shaped patterns énd the business cycle
that Fama, Bliss, and Stambaugh have described—with the former obtaining in periods of
expansion and the latter before or during recessions—has many exceptions. For example,
with the three- and six-month-holding periods, the confidence interval bands for these
maturities are strictly monotonic (do not intersect) in only three of these months in the
twelve years up to August 1966; and during the long expansion of the 1980s, the only
months displaying strict monotonicity are in 1984 and 1987, during times of slowing
growth. Conversely, the bands are strictly monotonic in several of the months Just
- preceding the recession of 1969-70 and during the recessions of 1974-75 and 1981-82.

Theé results for the 12-month holding period are similar, differing primarily in that the
confidence interval bands are much tighter. Here about two-thirds of the months display
strict monotonicity. Again the correlation with the business cycle appears weak. Many of
the expansion months in the years up to 1966 have a nonmonotonic pattern, and many of

the months in the recessions of 1974-75 and 1980-82 recessions are monotonic.
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The final set of simulations addresses the business cycle correlation more directly.
Here draws are taken using observations that are within 6 months of a business cycle peak
(e.g. February 1990 through January 1991), and the percentage of the 1000 x 13 months
that are monotonic and hump-shaped are tabulated. The percentages are 24.0%, 34.1%,
49.8%. and 75.6% monotonic (ordered with holding period increasing), while 46.3%,
36.4%, 25.0%, and 13.4% were hump-shaped. The largest percentage of hump-shaped is
in the one-month case, and again, holding period seems to be the dominant factor. The
stror;g influence of holding period may reflect the importance of transactions costs, as
argued by Amihud and Mendelson (1986), McCulloch (1987), and Fisher (1994), which
suggests that the longer holding period éases——which favor monotonicity most of the

time—should be given the greatest weight.

V. Summary and Conclusions

This paper has analyzed the maturity structure of term premia using McCulloch’s U.S.
Treasury yield curve data, simulating the distribution of time-varying expected returns from
projections of observed returns on three ex ante predictor variables: interest rate volatility
(scaled by the level of the interest rate), the level of interest rates, and the slope of the yield
curve. The simulation methodology alloews econometrically nonstandard hypotheses like

the multiple inequality constraints of the LPH to be evaluated.

The likelihood of expected returns monotonically increasing in maturity, as implied by
the LPH, is found to vary systematically across values of the ex ante variables, and thus
across time. Monotonicity is associated primarily with a steep yield curve and higﬁ interest
rates, and to a lesser degree with low levels of volatility. Hump-shaped patterns are
associated with various other combinations, which sometimes occur near business cycle
peaks, although the finding of Fama, Bliss, and Stambaugh that nonmonotonic (hump-
shaped) maturity-return profiles are correlated with the onset of recessions is not a robust

pattern. Monotonicity is also strongly associated with longer holding periods, prevailing in

15



most periods with twelve-month holding periods. To the extent that transactions costs play
a smaller role the longer the holding period, this may be interpreted as evidence that gross

expected returns are monotonic for most values of ex ante variables.

16



References

Amihud, Y, and H. Mendelson, 1986, “Asset Pricing and the Bid-Ask Spread,” Jovrnal
of Financial Economics 17, 223-49.

Backus, D.K., and A.W. Gregory, 1993, “Theoretical Relations Between Risk Premiums
and Conditional Variances,” Journal of Business and Economic Stafistics 11, 177-85.

Bre’cden, D., 1986, ;‘Consumption, Production, Inflation, and Interest Rates: A
synthesis,” Journal of Financial Economics 16, 3-39.

Campbell, John Y., 1987, “Stock Returns and the Term Structure,” Journal of Financial
Economics18, 373-99. |

Canova, F., 1994, “Statistical Inference in Calibrated Models,” Journal of Applied
Econometrics9, S123-44.

Cox, J.C., 1.E. Ingersoll, and S.A. Ross, 1985, A Theory of the Term Structure of
Interest Rates, Econometrica 53, 385-407.

Engle, R.F., and V.K. Ng, 1993, “Time-Varying Volatility and the Dynamic Behavior of
the Term Structure,” Journal of Money, Credit, and Banking 25, 336-49.

Engle, R.F., V.K. Ng, and M. Rothschild, 1990 “Asset Pricing with a Factor ARCH
Covariance Structure: Empirical Estimates for Treasury Bills,” Journal of Econometrics
45, 213-37.

Fama, E.F., 1976, “Inflation Uncertainty and Expected Returns on Treasury Bills,”
Journal of Political Economy 84, 427-48.

, 1984, “Term Premiums in Bond Returns,” Journal of Fi inanciai Economics 13,
529-46. |

, 1986, “Term Premiums and Default Premiums in Money Markets,” Journal of
Financial Economics 17, 175-96.

, 1990, “Term-Structure Forecasts of Interest Rates, Inflation, and Real

Returns,” Journal of Monetary Economics 25, 59-76.

17



Fama, E.F, and R.R. Bliss, 1987, “The Information in Long-Maturity Forward Rates,”
American Economic Review 77, 680-92.

Fisher, S.J., 1994, “Asset Trading, Transaction Costs and the Equity Premium,” Journal
of Applied Econometrics 9, S71-94. |

Friedman, B., 1979, “Interest Rate Expectations versus Forward Rates: Evidence from an
Expectations Survey,” Journal of Finance 34, 965-73.

Gregory, A.W., and G.W. Smith, 1991, “Calibration as Testing: Inference in Simulated
Macroeconomic Models,” Journal of Business and Economic Statistics 9, 297-304.

Hicks, J. R., 1946, Value and Capital, 2nd ed., London: Oxford University Press.

Hooker, M.A., and M. Kohn, 1995, “An Empirical Measure of Asset Liquidity,”
Dartmouth College Working Paper.

Ibbotsen Associates, 1994, Stocks, Bonds, Bills, and Inflation: 1994 Yearbook (Ibbotsen
Associates, Chyicago, IL). o

Kayshap, A.K., J.C. Stein, and D.W. Wilcox, 1993, “Monetary Policy and Credit
Conditions: Evidence from the Compos‘ition of External Finance,” Américan Economic
Review 83, 78-98. |

Keim, D.B. and RF Stambaugh, 1986, “Predicting Returns in the Stock and Bond
Markets,” Journal of Financial Economics 17, 357-90. -

Kessel, R., 19635, “The Cyclical Behavior of the Term Structure of Interest Rates,” NBER
Occasional Paper no. 91.

Keynes, .M. (1930), A Treatise on Money, Vol. 2. London.

Klemkosky, R.C. and E.A. Pilotte, 1992, “Time-Varying Term Premia on U.S. Treasury
Bills and Bonds,” Journal of Monetary Economtcs 30, 87-106.

Lauterbach, B., 1989, “Consumption volatility, productlon volatility, spot—rate volatility,
and the returns on treasury bills and bonds,” Journal of Financial Economics 24, 155-

79.

18



Lippman, S.A. and J.J. McCall (1986), An Operational Measure of Liquidity, American
Economic Review 76, 43-55.

McCulloch, J.H., 1975, “An Estimate of the Term Premium,” Journal of Political
Economy 83, 95-119.

. 1987, “The Monotonicity of the Term Premium: A Closer Look,” Journal of
Financial Economics 18, 185-92.
, 1990, i‘The Term Structure of Interest Rates: Appendix,” in B. Friedman and
| F. Hahn, eds., Handbook of Monetary Economics, North Holland.

McCulloch, J.H. and H-C. Kwon, 1993, “U.S. Term Structure Data, 1947-1991,” Ohio
State University Working Paper #93-6.

Nelson, C.R., 1972, The Term Structure of Interest Rates (Bagic Books, New York, NY).

Pesando, J., 1975, “Determinants of Term Premiums in the Market for United States
Treasury Bills,” Journal of Finance XXX, 1317-27.

Rubenstein, M., 1974, “An Aggregation Theorem for Securities Markets,” Journal of

" Financial Economics 1, 225-44.

Richardson, M., Richardson, P., and T. Smith, 1992, “The Monotonicity of the Term

Premium: Another Look,” Journal of Financial Economics 31, 97~ 105.

Stambaugh, R.F., 1988, “The Information in Forward Rates: Implications for Models of
the Term Structure,” Journal of F inan\cial Economics 21, 41-70.

Van Horne, 1., 1978, Financial Market Rates and Flows (Prentice-Hall, Englewood Cliffs,

NJ).

19




Table 1: Average 1-month return premia

53:01-91:01 53:01-64:07 64:08-72:12 73:01-82:12 83:01-91:01 64:08-82:12

P, 400 283 337 423 584 408
~ (14.00) (9.28) (9.15) (4.83) 9.73) (7.99)
Py 609 441 457 625 946 625
(11.20) (8.08) (6.61) (3.64) (8:48) (6.20)

Py 764 545 624 761 1.178 - 827
(9.50) _ (6.96) (6:09) (2.95) (7.16) (5.51)

Py 907 609 811 898 1384 1.019
(8.52) (6.05) (5.92) (2.59) (6.54) (5.12)

P 1.001 650 879 981 1.584 1.113
(7.49) (532) (4.99) (2.21) (6.22) (4.44)

P; 1.055 682 859 970 1.798 1.125
(6.51) (4.76) (3.91) (1.78) (6.03) (3.69)

Pg 1.094 706 825 898 2.032 1.109
(5.75) (4.30) (3.12) (1.40) (5.91) (3.09)

Py 1.137 728 804 812 2.291 1.101
(5.22) (3.92) (2.60) (1.11) (5.85) (2:68)

Pio 1.192 749 802 730 2.577 1.108
(4.88) (3.62) (2.27)- (0.89) (5.86) (2.41)

Py, 1.252 770 813 663 2.856 1.124
(4.64) (3.38) (2.05) (0.74) (587 (2.22)

Py, 1317 792 832 626 3.123 1.153
(4.47) (3.18) (1.90) (0.64) (5.86) (2.09)

P 1386 812 858 612 3372 1.191
' (434) (3.01) (1.78) (0.58) (5.82) (2.01)
P14 1.450 831 888 605 3.596 1.228
(4.22) (2.87) (1.70) (0.54) (3.75) (1.93)

Pis 1.508 848 922 603 3.787 1.264
(4.10) (2.74) (1.63) (0.50) (5.65) (1.86)

Pyg 1.561 869 955 601 3.954 1.296
: (3.98) (2.64) (1.57) ) (0.47) (5.52) (1.79)

Py 1.605 - 886 982 .595 4.101 1324
(3.85) (2.54) (1.51) (0.44) (5.36) (1.72)

Pig 1.684 - .904 1.012 586 4.240 1354
(3.73) (2.45) (1.46) (0.41) (5.21) (1.66)

1-statistics, corrected for héteroscedasticity, in parentheses. Average returns multiplied by 1200, so the units are
percent per year.



P4

Py
Py

Pg

Table 2: Average 3-month return premia

53:01-90:11 _753:01-64207

256 .182
(9.86) (7.01)
425 292
8.15) (5.72)
556 362
(7.15) (4.80)
653 407
(639) @.11)
715 440
(5.64) (3.59)
759 466
(5.00) (3.20)
805 488
4.53) (2.92)
857 :510
@20 (2.70)
917 531
(4.00) (2.53)
981 551
(3.87) (2.40)
1.047 571
(3.78) (2.29)
1.110 .590
(3.70) (2.20)
1.169 609
(3.63) (2.12)
1.221 627
(3.56) (2.06)
1.268 645
(3.48) (2.00)
1.389 697
(3.25) (1.87)
1.506 747
(3.06) (L.77)

t-statistics, comrected for heterosce

multiplied by 400, so the units are percent per year.

64:08-72:12 73:01-82:12
208 255
(6.37) (3.44)
365 419
(5.63) @71
.503 543
(5.18) (2.28)
577 616
(4.40) (1.93)
578 619
(3.42) (1.56)
548 569
(2.61) 1.21)
525 497
(2.08) (0.91)
517 428
(1.76). (0.69)
523 374
(1.56) (0.55)
538 341
(1.44) (0.45)
560 327
(1.36) (0.40)
587 322
(1.30) (037)
617 320
(1.27) (0.34)
646 318
(1.23) (032)
675 312
(1.21) (0.29)
746 269
(1.12) (0.22)
791 196
(1.03) (0.14)

83:01-90:11 64:08-82:12
396 276
(6.52) (5.88)
662 480
(5.51) (5.00)
873 643
(5.12) (4.48)
1.081 742
(5.05) (3.94)
1.298 773
(5.04) (3.31)
1.533 769
(5.00) (2.76)
1.790 766
@.97) (2.35)
2.062 773
(4.96) (2.08)
2.338 793
(4.95) (1.90)
2.603 824
(4.95) (1.79)
2.851 860
(4.95) (1.72)
3.076 .899
(4.93) (1.66)
3.273 934
(4.89) (1.62)
3.446 967
(4.83) (1.58)
3.602 997
4.74) (1.54)
4.024 1.084
(4.40) (1.43)
4.489 1.172
(4.13) (1.35)

dasticity and overlapping data observations, in parentheses. Average returns



Psg

Table 3: Average 6-month return premia

53:01-90:08 53:01-64:07 64:08-72:12 73:01-82:12 83:01.90:08 64:08-82:12
176 114 .140 175 294 188
(7.48) 4.35) 4.27) (2.92) (5.44) (4.61)
291 185 218 269 .527 306
(6.23) (3.62) (3.33) (2.24) (4.86) (3.73)
379 234 270 314 744 386
(547) (3.10) 2.74) (1.78) 4.61) (3.18)
449 269 293 321 974 434
(4.89) (2.70) .21 (1.40) (4.55) (2.:72)
.505 296 286 294 1.217 453
@37 2.41) (1.69) (1.04) 4.59) (2.27)
557 320 272 249 1.471 462

(3.96) (2.19) (131 (0.74) - (4.51) sy
611 342 266 204 1.729 A77
(3.68) (2.04) (1.09) (0.52) (4.48) (1.67)
670. 363 272 170 1.986 .501
(3.50) (1.92) (0.96) (0.38) (4.46) (1.53)
731 384 287 147 2.233 532
(339) (1.82) (0.89) 0.29) (4.44) (1.45)
792 404 308 135 2.463 568
(333) (1.75) (0.86) (0.24) (4.43) (1.40)
851 424 333 131 2.672 604
(3.28) (1.69) (0.85) 0.22) (4.40) (138)
906 444 361 129 2.861 640
(3.25) . (1.65) (0.85) (0.20) (4.35) (1.36)
1.046 501 442 107 3.335 734
(3.11) (1.55) (0.84) 0.14) 4.12) (1.31)
1.165 .555 .503 054 3.775 820
(2.95) (1.48) (0.80) (0.06) (3.84) (1.25)
1.450 658 556 -.048 4.930 1.007
(2.78) (1.40) (0.68) (-0.04) (3.63) '(1.16)
1.784 748 553 -.085 6306 1.185
(2.75) (1.33) (0.56) (-0.06) 3.70) (1.11)

- statistics, corrected for heteroscedasticity and overlapping data observations, in parentheses. Average réturns
multhhcd by 200, so the units are perceént per year.




Table 4: Average 12-month return premia

53:01-90:02 53:01-64:07 64:08-72:12 73:01-82:12 83:01-90:02 64:08-82:12

P13 113 066 064 096 252 102
(4.75) (3.26) (1.85) (1.82) (3.41) (2.62)

P14 199 110 .101 155 473 . 173
‘ 4.12) (2.82) (1.46) (1.42) (4.94) (2.18)
Pis 271 143 130 .154 684 © 229
(3.75) (2.48) (1.24) (1.19) 4.71) (1.93)

Pis 335 .168 .147 218 895 271
. (3.48) (2.21) (1.04) (1.02) 4.61) (1.73)
P4 391 .190 .149 231 1.103 . 300
(3.24) (2.00) (0.84) (0.87) 4.52) (1.54)

Pig 443 209 .150 236 1.305 323
(3.05) (1.84) (0.70) (0.74) (4.42) (1.38)

Py, 596 264 186 252 1.871 410
(2.74) (1.58) (0.59) (0.53) (4.10) (1.18)

Ps4 7740 316 250 270 2366 507
(2.62) (1.46) 0.61) (0.45) (3.81) . (1.13)

Pso 1.004 418 349 283 3308 681
2.44) (1.35) (0.59) (033) (3.47) (1.05)

Ps¢ 1.307 511 373 343 4.462 856
(237) (1.29) (0.48) (0.30) (3.47) (0.99)

Pis 1.876 652 371 479 6.701 1.179
(2.24) (1.17 (0.34) 0.28) (3.28) 0.91)

Pso 2.473 726 427 494 9.240 1.506
(2:12) (1.03) (031) (0.21) (3.13) (0.84)

{_statistics, corrected for heteroscedasticity and overlapping data observations, in parentheses. Average returns
multiplied by 100, so the units are percent per year. -



Table 5: Excess Return Regressions for 1-month Holding Periods

Regressors
constant volatility interest rate vield slope &2
A. Sample 54:01-91:01
P, -013 .008 063 175 10
(-0.11) . (0.03) (3.95) (0.90)
P =211 -625 .108 1.733 .09
(-0.63) (-0.73) (2.34) (3.04) ’
Py ‘ -.550 -1.571 153 3.504 11
(-0.96) (-1.13) (1.92) (4.36)
Py -912 -3.063 .182 5.609 .10
(-1.00) (-1.40) (1.39) 4.72)
Py, -1.224 -4.484 213 7.623 .09
(-1.05) (-1.57) . (1.26) 4.91)
P13 -1.346 -4.879 .229 8.242 .09
(-1.08) (-1.59) (1.26) (4.95)
Pig -1.887 -6.790 288 11.102 .09
(-1.09) (-1.66) (1.13) (4.83)
B. Sample 54:01-64:07
Py -.347 500 .190 0:137 19
(-2.77) (1.53) (4.60) (0.44)
P, -570 147 357 0.771 .13
(-1.69) (0.16) 3.01) (0.92)
P -355 -1.201 328 1.931 10
(-0.66) -0.79) (1.81) 1.57)
Py .148 -3.303 .238 3.042 .07
(0.18) (-1.42) (0.89) (1.89)
Py 613 ©-5.132 .164 3.796 .06
(0.58) (-1.68) (0.46) (1.81)
Pis 1.239 -8.129 .078 5285 .05

(0.80) (-1.87) (0.14) (1.72)



Table 5: Excess Return Regressions for 1-month Holding Periods (cont'd)

C. Sample 64:08-72:12

P; -297 -.180 141 -0.196 17
(-2.00) -0.21) (4.73) (-0.82)

Ps -.508 456 228 -0.203 .03
(-1.08) (0.16) (2.46) (-0.25)

Ps -1.355 - 468 399 1.084 .05
(-1.66) (-0.10) (2.50) (0.88)

Py -2.570 -1915 623 1.705 03
(-1.84) (-0.24) (221 (0.82)

Pi» -3.528 -2.165 826 1.691 02
(-1.76) (-0.19) (2.01) ©.57)

Pis -5.528 2875 1.231 © 2549 01

(-1.68) (:0.15) (1.84) (0.53)

D. Sample 73:01-82:12

P, -.405 -1.867 123 188 13
(-1.05) (-1.13) (2.79) (0.43)

P, -767 -5.488 215 1.692 05
(-0.67) (-1.01) (1.69) (1.23)

Pq -2.757 -7.403 405 4.850 .10
(-1.36) -0.82) (1.76) @17

Py 5010 - -7.875 531 8.757 .09
' (-1.53) (-0.51) (1.37) (2.54)

Py, -6.964 -1.736 621 12.289 .09
(-1.65) (-0.37) (1.24) (2.72)

Pis -11.610 -6.442 912 19.437 .10
(-1.80) (-021) (1.19) @.77)

E. Sample 83:01-91:01

P, 354 -1.877 040 432 05
(0.76) (-2.09) (0.70) (1.46)

Py -944 -3.267 224 2.527 27
(-0.88) (-1.40) 174y . (365

Py -1.098 -5.287 269 4.024 25
(-0.69) (-1.35) (1.41) (4.36)

Py -1.554 -7.146 379 5.821 21
(-0.67) (-1.10) (1.35) (4.32)

Py -2.308 -7.180 512 7.726 20
(-0.79) (-0.80) (1.42) (4.43)

Pis -2.523 -12.055 . 646 10.595 15
(-0.58) (-0.88) (1.19) (4.19)

Selected maturities. z-statistics, corrected for heteroscedasticity, in parentheses. The dependent variable P;is the
holding period return from buying a r-month bill at ¢ and selling it as a -1 month bill at #+1, less the return on the
one-month bill, expressed at annual rates. Volatility is the sample standard deviation of one-month yield from r-12
to t-1 divided by the mean level over those months; interest rate is the month ¢ yield on the three month bill, and the
slope of the yield curve is the six-month yield at £ less the three month yield at 1. R2 is adjusted.



Table 6: Excess Return Regressions for _3-m0nth Holding Periods

Regressors
constant volatility interest rate vield slope B_2
A. Sample 54:01-90:11

Ps -079 192 037 0.575 24
(-0.87) (-0.98) (2.96) (5.47)

Ps -319 -.952 088 1.973 24
(-1.13) (-1.55) (2.24) (6.92)

Py 711 2.304 147 3.692 21
(-1.32) (-1.95) (1.95) (6.63)

Py, -1.037 -3.897 184 5.618 20
(-1.36) (-2.25) (1.72) (6.39)

Pis -1.659 6.322 275 8.682 .19
‘ (-1.41) (-2.42) (1.63) (6.23)

P4 2278 -8.524 337 11.846 18
(-1.46) (-2.44) (1.49) (6.04)

B. Sample 54:01-64:07

P, -.161 -.029 094 518 37
(-2.01) (-0.23) (3.45) (3.51)

P -286 -.694 195 1.400 28
(-1.16) (-1.47) (2.34) (2.89)

P -.095 22.370 218 2.286 20
(-0.18) (-2.33) (1.30) (2.32)

Py 259 -4.202 187 3.013 18
(0.34) (-2.67) (0.76) (2.00)

Pig 738 -7.166 .163 4369 17
0.61) (-2.92) (0.42) (1.79)

P4 882 -9.449 216 5.654 17

(0:56) (-3.05) (0.42) (1.78)




Table 6: Excess Return Regressions for 3-month Holding Periods (cont'd)

C. Sample 64:08-72:12

P, -225 159 078 0.224 16
(-2.20) (-0.23) (3.64) (1.22)

Pg -804 .257 211 1.053 17
(-2.39) (-0.13) (3.13) (2.16)

Py -2.116 -1.092 443 2.121 15
(-2.91) (-0.24) (3.13) (2.10)

Py -3.394 -1.599 668 2.799 12
(-3.00) (-0.22) (3.04) (1.69)

Pis -5.767 -1.359 1.123 3.662 11
(-3.08) (-0.11) (3.03) (1.21)

Pas -8.122 -572 1.554 4.576 10
(-3.09) (-0.03) (2.96) (1.06)

D. Sample 73:01-82:12

P, 322 -1.790 074 - 707 22
(-1.12) (-1.37) (2.24) (2.32)
P -1.256 -5.498 217 2.603 24
(-1.41) (-1.20) (2.06) (2.94)
P -3.204 8972 A12 5.513 23
(-1.88) (-0.99) (1.96) (3.22)
2 -4.751 -11.355 515 8.441 22
(-1.98) (-0.88) (1.69) (3.51)
Py -8.266 -12.049 760 13.765 22
(2.22) (-0.62) (1.53) (3.64)
Pos -10.717 -15.226 939 18.315 21
(-2.20) (-0.58) (1.41) (3.64)

E. Sample 83:01-90:11

P, =463 -1.150 .104 567 46
(-1.59) (-1.50) (2.93) (4.60)

P -1.489 -3.228 274 1.894 52
(-1.97) (-1.59) (2.94) (6.50) ’

P 2.013 -6.933 418 3.448 45
(-1.61) (-1.65) (2.61) (6.02)

Pis -3.032 -9.059 610 5.306 43
(-1.69) (-1.34) (2.62) (5.49)

Pis -3.802 -15.629 850 8.294 37 (
(-1.35) (-1.3%) (2.25) (5.81)

Pa4 -5.823 -22.068 1.184 11.657 35
(-1.46) -1.31) (2.23) (5.51)

Selected maturities. t-statistics, corrected for heteroscedasticity and overlapping data observations, in parentheses.
The dependent variable P, is the holding period return from buying a z-month bill at ¢ and selling it as a 7-3 month
bill at 143, less the return on the three-month bill, expressed at annual rates. See table 5 for explanatory variable

definitions. R2is adjusted.



Table 7: Excess Return RegressiOns for 6-month Holding Periods

Regressors
constant volatility interest rate yield slope 1_2_2
A. Sample 54:01-90:08

P, -.078 -.184 032 369 .25
(-1.29) (-1.06) (3.46) (6.01)

Py -.244 -.760 078 1‘.073 .24
‘ (-1.35) (-1.43) (2.88) (5.53)

Py -.492 -1.911 .131 2.141 22
(-1.38) (-1.83) (2.52) (4.76)

Pis -748 -3.091 .184 3.247 21
-1.37) (-1.96) (2.33) (4.44)

Pay -1.341 -5.934 .308 5.966 19
(-1.36) (-2.09) 2.14) (4.44)

P -2.409 -9.127 488 10.184 20
(-1.47) (-2.01) 2.08) 4.45)

B. Sample 54:01-64:07

P -.120 -.141 .066 441 43
(-1.84) (-1.16) (3.16) (3.81)

Py - -292 -.678 167 1.074 35
(-1.39) (-1.75) (2.52) (2.79)

Pz -312 -1.953 244 1.770 .30
(-0.74) (-2.47) (1.82) 2.27)

Pis -.261 -3.272 299 ‘ 2.346 .29
(-0.43) (-2.86) (1.53) (2.04)

Pqy -453 -6.203 523 3.897 .30
(-0.45) (-3.46) (1.53) (1.79)

Pig -1.035 -9.350 879 6.037 .34

(-0.68) (-4.02) (1.66) (1.93)



C. Sample 64:08-72:12

Table 7: Excess Return Regressions for 6:month Holding Periods (cont'd)

P, -318 .028 075 302 30
(-3.28) (0.04) (3.62) (3.35)
Py -.939 353 200 676 22
(-3.04) (0.18) (2.95) (2.38)
Py 2.116 935 400 1.136 18
\ (-3.06) (0.22) (2.63) (1.81)
Pis -3.266 1.677 .595 1.581 .16
(-2.96) (0.26) (2.43) (1.53)
Py -6.428 3.998 1.158 2.862 17
(-2.86) (0.34) (2.29) (1.27)
Pss -10.070 9.176 1.724 4.223 15
(-2.67) (0.49) (2.07) (1.10)
D. Sample 73:01-82:12
Py -221 -1.443 059 368 24
(-1.64) -1.21) (3.37) (2.77)
Pg -.592 -4.191 .140 1.079 .19
(-1.48) (-1.20) (2.86) (2.56)
P, -1214 -7.321 219 2.237 16
(-1.61) -1.11) (2.29) (2.66)
Pis -1.901 -10.022 291 3.484 15
(-1.62) (-1.04) (1.94) (2.83)
Pas -3.672 -13.160 441 6.513 13
(-1.61) -0.77) (1.58) (3.06)
Ps¢ -5.208 -21.800 620 10.347 14
(-1.44) (-0.84) (1.45) (3.22)
E. Sample 83:01-90:08
Py -.359 -1.177 .085 356 .60
(-1.84) (-1.80) (3.44) (6.80)
P -1.288 -3.093 260 1.044 .62
(-2.51) (-1.62) (3.96) (8.84)
P, -2.543 -5.609 .505 2.087 .59
(-3.03) (-1.41) (4.61) (7.81)
Pis -3.907 -7.695 762 3.152 57
(-3.20) (-1.27) (4.81) (6.56)
Py -7.175 -16.896 1.391 5.947 49
(-2.95) (-1.35) (4.48) (5.77)
P -12.101 -22.762 2.237 10.610 44
(-2.68) (-1.02) (3.99) (5.74)

Selected maturities. f-statistics, corrected for heteroscedasticity and overlapping data observations, in parentheses.
The dependent variable P is the holding period return from buying a z-month bill at 7 and selling it as a 7-6 month
bill at #+6, less the return on the six-month bill, expressed as annual rates. See table 3 for explanatory variable

definitions. RZ is adjusted.



Table 8: Excess Return Resgressions_for 12-month Holding Periods

Regressors
constant volatility interest rate yield slope B_z
A. Sample 54:01-90:01
Pis -.064 -.081 024 182 28
(-1.18) (-0.75) 2.95) (3.14)
Pis -218 -332 067 .562 25
- (-1.33) (-1.02) (2.58) (3.14)
Pis -.446 -.908 127 1.056 23
(-1.36) (-1.33) (2.47) (2.92) -
Pai -.854 -2.101 233 2.036 22
(-134) (-1.54) (2.32) 2.93)
P3¢ -1.829 -3.783 429 4.477 21
(-1.42) (-1.42) (2.10) (3.39) o
Pso -3.980 -8.259 851 10.306 21
(-1.41) (-1.44) (1.86) (3.73)
B. Sample 54:01-64:07
Pi3 -073 -.113 037 0.310 53
(-2.21) (-1.69) (2.48) (5.02)
Pis -.182 -478 .091 0.837 49
(-1.70) (-2.18) (2.06) (4.48)
Pis -316 1211 .165 1.521 48
(-1.43) (-2.74) (1.84) (4.14)
Pas -.656 -2.549 331 2.745 51
(-1.51) (-3.28) (1.98) (4.20)
Pig -1.565 -4.340 701 4919 .55
C(-1.89) (-3.30) 2.41) (4.51)
Peo -2.692 -8.601 1.252 8.370 55

1.57) (-3.36) (2.26) (4.46)




Table 8 Excess Return Regressions for 12-month Holding Periods (cont'd)

C. Sample 64:08-72:12

Py -284 376 067 -.094 26
(-4.50) (0.75) (4.09) (-0.86)

Pis -906 1.238 .199 -302 33
(-4.37) (0.86) (3.62) (-0.94)

Pis -1.951 2.346 407 -633 34
(-4.45) (0.86) (3.52) 0.97)

Pos -4.060 5.063 821 -1.116 36
(-4.46) (1.06) (3.46) (-0.90)

Pss -8.024 11.588 1.514 -1.169 35
(-4.20) (1.43) (31D (-0.53)

Peo -13.223 25.890 2.296 -1.375 26
(-3.46) (1.87) (2.33) (-0.34)

D. Sample 73:01-82:12

Pys -152 -390 029 205 15
(-0.99) (-0.62) (1.43) (1.56)

Pis -506 -.897 076 673 13
(-1.06) (-0.46) (1.19) (1.62)

Pis -1.002 2111 140 1.272 11

.. (-1.08) (-0.54) (1.14) (1.52)°

P -1.870 -4.440 249 2.361 10
(-1.05) (-0.58) (1.08) (1.45)

P -3.413 -8.825 430 4.836 10
(-0.99) (-0.62) (0.96) (1.52)

Peo -6.802 222,426 861 11.219 12
(-091) (-0.75) (0.86) (1.58)

E. Sample 82:01-90:02

Pi3 -223 673 .063 161 .68
(-3.09) (-3.11) (6.70) (3.85)
Pys -817 2.002 198 485 .69
(-3.99) (-3.18) (1.27) (3.61)
“Pig -1.681 4337 402 - 875 .66
(-4.44) (-3.79) (7.83) (3.09)
Poy -3.706 9211 829 1.639 63
(-4.84) (-3.62) (7.94) Q.7
Pag -7.885 -16.170 1.636 3.676 57
(«4.77) (-2.60) (7.32) (3.20)
Peo -17.303 -36.747 3.519 8.596 51
(-4.17) (-2.00) (6.81) (2.94)

Selocted maturities. #-statistics, corrected for heteroscedasticity and overlapping data observations, in parentheses.
The dependent variable P, is the holding period return from buying a 7-month bill at z and selling it as a 7-12 month

bill at #+12, less the return on the twelve-month bill. See table 5 for explanatory variable definitions. RZis
adjusted.
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Table 9: Results of Monte Carlo Return Premium Simulations

1-month holding period

Percentage of draws monotonically increasing / hump shaped

-A. Scaled Volatility low

yeild curve slope

low med high

thill rate  low 0.3/54.4 15.6/58.0 61.9/26.3
med 1.3/80.6 52.9/30.8 $4.9/11.8
high 7.1/67.3 37.7136.6 70.3/20.4

B. Scaled Volatility med
thill rate  low 0.1/42.4 9.7/65.9 63.0/25.5
med 0.2/84.4 40.7/37.2 84.6/12.4
high 3.8/71.8 27.2/44.6 61.1/24.8

C. Scaled Volatility high
tbill rate ~ low 0.0/20.4 1.4/85.6 1 54.6/28.7
med 0.1/64.2 6.5/67.5 62.0/25.5

high 1.4/75.0 12.4/58.6 44.1/35.2



Table 10: Results of Monte Carlo Return Premium Simulations

3-month holding period

Percentage of draws monotonically increasing / hump shaped

A. Scaled Volatility low

yeild curve slope

low med high
thill rate  low 0.3/43.4 17.8/47.6 86.0/2.9
med 3.0/80.3 65.8/16.1 98.1/0.6
high  15.5/58.8 58.2/21.6 90.8/2.6
B. Scaled Volatility med
bill rate  low 0.1/26.7 8.3/61.5 85.2/2.8
med 0.1/86.6 52.1/26.0 97.0/0.7
high 6.7/69.1 44.6/30.5 86.1/4.6
C. Scaled Volatility high
thill rate  Low 0.0/4.3 0.1/78.0 67.3/11.6
med 0.0/51.9 9.4/65.0 84.2/5.1
high 1.9/77.3 20.3/50.0 64.4/14.3

Numbers in the table represent percentages of 1000 draws which exhibited each pattern. Low refers
to the 20th percentile observed value from the full sample, medium the 50th percentile, and high
the 80th percentile. ' ‘ '




Table 11: Results of Monte Carlo Return Premium_ Simulations

6-month - holding period

Percentage of draws monotonically increasing / hump shaped

A. Scaled Volatility low

low
tbill rate  low 1.6/47.8
med 20.5/53.5

high  54.121.7

B. Scaled Volatility med
tbill rate  low 0.1/29.1
med 7.3/69.2

high  40.5/30.9

C. Scaled Volatility high
thill rate  low 0.0/2.2
med 0.4/61.3

high 17.0/50.9

veild curve slope

med
26.1/38.3
80.5/5.4

88.9/3.0

12.7/50.9
72.0/8.6

80.1/5.5

0.7/55.9
25.7/38.9

52.9/20.5

high
76.2/3.6
97.7/0.1

98.3/0.1

72.9/4.4

98.1/0.1

' 97.4/0.2

48.3/12.6

87.2/1.0

87.0/1.9

Numbers in the table represent percentages of 1000 draws which exhibited each pattern. Low refers
to the 20th percentile observed value from the full sample, medium the 50th percentile, and high

the 80th percentile.



Table 12: Results of Monte Carlo Return Premium Simulations

12-month holding period

Percentage of draws monotonically increasing / hump shaped

A. Scaled Volatility low.

yeild curve slope

low med high

thill rate  low 0.0/13.8 59.2/24.0 100.0/0.0
med  98.3/1.7 100.0/0.0 100.0/0.0
high  100.0/0.0 100.0/0.0 100.0/0.0

B. Scaled Volatility med
thillrate  Tow ~ 0.0/2.1 0.5/90.6 100.0/0.0
med & 74.1/0.0 100.0/23.9 100.0/0:0
high  100.0/0.0 100.0/0.0 100.0/0.0

C. Scaled Volatility high
tillrate  low 0.0/0.1 0.0/66.5 91.7/0.4
med 0.3/96.5 99.9/0.1  100.0/0.0
high 100.0/0.0 100.0/0.0 100.0/0.0

Numbers in the tablé represent percentages of 1000 draws which exhibited each pattern. Low refers
to the 20th percentile observed value from the full sample, medium the 50th percentile; and high
‘the 80th percentile.
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| Figure 1: Confidence intervals for expected premia at different maturities, one-month
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Figure 2: Confidence intervals for expected premia at different maturities, three-month

holding period
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Figure 3: Confidence intervals for expected premia at different maturities, six-month
holding period
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Figure 4: Confidence intervals for expected premia at different maturities, twelve-month

holding period
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