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I. Introduction and Overview

Standard governmental information on the US labor market is derived from the Current Population Survey (CPS). In this report, we discuss the design and performance of rapid, low-cost collection of labor market data using an online panel, where results can be obtained within 24 hours of the end of the monthly reference week. The weekly Yale Labor Survey (YLS) was designed to measure the same statistics as the CPS and was collected from April 2020 through May 2021.\(^1\) Like the CPS, the YLS asked a battery of questions concerning current and past employment, hours, and income. Unlike the CPS, the YLS was not based on a probability sample of the US population but instead relied on a large online panel of respondents maintained by YouGov, a firm specializing in online surveys.

Because the YLS drew upon an existing panel of potential respondents, it obtained responses inexpensively and quickly (within 24 hours). The YLS was also more flexible than the CPS. Although it drew its major questions from related questions in the CPS, the YLS included questions related to the unusual nature patterns of work and unemployment during the pandemic. It was able to develop new questions in the field quickly as labor market circumstances evolved. By relying on the online panel, however, the YLS had to surmount important sample-selection issues if it were to be useful for analysis of the US labor market. In this paper, we assess the YLS’s performance, in part by comparing its results to CPS data.

The YLS began with some small pilot surveys during the week of March 29 through April 4, 2020; aside from two short hiatuses the survey was conducted regularly through late May 2021. This report covered 137,500 respondents in 109

\(^1\) The CPS is a joint product of the Bureau of the Census and the Bureau of Labor Statistics (BLS). It is the source of official monthly household labor market statistics, such as the unemployment rate, labor force participation rate, and employment-to-population ratio.
waves over 55 weeks ending with the reference week of May 23 through 29, 2021. Fourteen weeks were also reference weeks for the CPS, so YLS results can be directly compared with CPS results for April 2020 through May 2021.

The YLS had three principal purposes. The first was to determine whether it is feasible to provide rapid turnaround estimates of complex socio-economic data such as the state of the national labor market. The second goal was to improve national economic policy and planning by providing more timely estimates of the state of the labor market. The third goal was to test the accuracy of online panels, which are a relatively new platform for performing population surveys. The following section discusses the extent to which these goals were met.

II. Major Results and Conclusions

II.A. Goals of the Study

Feasibility. Online surveys are promising because they can be conducted quickly and inexpensively. They draw from a specific group of people—those willing to take online surveys for modest compensation—so they are not guaranteed to be representative of the entire population. However, with careful selection and weighting of the observations, we attempt to remove as much selection bias in the YLS as possible.

Relative to feasibility, the project proves that a complicated online population survey can be collected both quickly and inexpensively. The YLS collected weekly labor market data and other population statistics for more than a year, with monthly sample sizes about one-tenth of those of the CPS. As we show below, results were broadly similar to those from the CPS, but these results were available in a matter of days and at less than 1 percent of the cost of the CPS. The first goal of feasibility, including low cost, was definitely achieved.

Timeliness. There is a heightened need for timely economic data in a time of
unprecedented rapid developments. Unfortunately, there is a significant lag time between when government surveys are conducted and when their results are published. A clear example of a publication lag occurred when the pandemic shock hit the US labor market in March 2020. The monthly Employment Situation reports from the Bureau of Labor Statistics (BLS) cover labor market data during reference periods that include the 12th of each month. Thus, the reference week for the March 2020 CPS was March 8 through 14. The CPS was conducted during the following week, and the results were published on April 3.

The timing of the CPS turned out to be disastrous given the timing of the COVID-19 outbreak. The first state shutdown order came in California on March 19, 2020—the week after the March CPS reference week. Consequently, the March 2020 CPS did not show the deterioration of the labor market during the last half of March 2020. This deterioration was finally revealed by the April 2020 CPS, which was published in early May 2020—almost six weeks after the major employment shock took place. In fact, the initial YLS surveys in early April 2020 indicated that the US labor market was showing extreme stress, so the YLS provided information an entire month before the official government data did. It is clear, then, that the YLS showed the ability to provide important economic information on a virtually real-time basis.

**Accuracy.** The third aim of the YLS was to test whether any biases of online panels could be accounted for, in order to produce results similar to those of the CPS. An online panel is a set of individuals who have agreed to complete surveys through the internet. Panelists are recruited online and receive points or money for taking surveys. In the present context, the major advantages of online surveys are that they are inexpensive, can be run continuously, and can produce answers quickly—in a single day if the questions have already been coded into survey software.

Online surveys have become widely used in the last two decades, particularly in
market research and election polling, but they seldom have been used to measure labor market activity. There are two types of online panels: opt-in and probability-based. (In the latter, panelists are randomly selected, though the combination of low cooperation rates and high levels of attrition result in response rates in the low single digits.) In both cases, quota sampling and weighting are used to compensate for selection bias. There is conflicting evidence about the relative accuracy of the different methods, and there is variation between different vendors (Gittelman et al. 2015, Kennedy et al. 2016). Election prediction provides the most credible measure of accuracy. Online opt-in panels have provided results similar to those of phone surveys. In the 2020 US presidential election, both approaches had problems. Opt-in panels outperformed traditional phone polls (Silver 2021), but neither method performed especially well (AAPOR 2021). However, employment and labor market participation are subject to different types of selection bias. Previous comparisons have not involved standard employment measures, nor have available labor market variables been used for sample selection, weighting, or estimation.

Because the labor market is tracked using the comprehensive and carefully crafted government CPS, and employment is measured using an independent establishment survey, we can obtain estimates of the accuracy of online demographic surveys by comparing the outcomes of the YLS with those of the CPS. As we discuss in the next section, evidence of the accuracy of online panels for labor markets is mixed. There appear to be persistent biases in reporting as well as episodic swings in the makeup of the respondent pool. Such swings could have resulted from social and political forces operating over a few weeks, but we have been unable to resolve the resulting discrepancies with our current approach.

A final conclusion is that the YLS succeeded in obtaining independent estimates of the state of the labor market. Virtually all existing complex demographic and economic surveys are conducted by the government, and they are expensive and difficult to duplicate. This study shows that it is possible to use alternative
techniques to replicate the larger and more expensive demographic surveys.

II.B. Major Results

The YLS conducted studies of the labor market from April 2020 through May 2021. It succeeded in providing independent estimates of the state of the US labor market that parallel and largely replicate the estimates from the US government’s CPS. The estimates are prepared weekly and are available less than a week after collecting the survey data. The survey questions are contained in Appendix K of the study.

Four main labor market series are compared. Two series are related to employment. One employment measure is the work-for-pay ratio (WFPR), which is our name for series that calculates the share of the population at work during the reference week; a second measure is the more familiar employment-to-population ratio (EPR), which includes both people at work and employed people absent from their regular jobs. We also compare YLS and CPS estimates of the unemployment rate (UR) and the labor force participation rate (LFPR), which, like the EPR, are defined in the standard way. The following are some key findings.²

The YLS was relatively successful at estimating employment status. The YLS successfully mirrored the CPS-reported drop in the EPR (from pre-pandemic levels of 63 percent) to around 52 percent in April. It also matched the subsequent rise to around 55 percent in June, the steady increase through October, and the leveling off through early 2021. Similarly, YLS estimates of WFPR tracked those of CPS from their April low (49 percent) to the more recent levels (around 57 percent).

Although the YLS generated an unemployment estimate that broadly tracked the UR from the CPS, the YLS estimate of the UR was consistently too high. Over the entire 14 months, the average UR from the YLS was 12 percent, while that of the

---

² These statistics use “final weights” version 1 to weight the respondents. For a discussion of weighting procedures, see Appendix E.
CPS was 8 percent. This overestimate was found among most demographic groups and time periods, even when looking at the data across 128 categories of race, gender, age, and education. Because YLS estimates of employment relatively closely matched those from the CPS, the YLS overestimate of the UR resulted in a YLS overestimate of the LFPR as well.

Patterns of labor market activity across major demographic groups generally mirrored patterns in the CPS. (a) Both the YLS and CPS found higher unemployment rates among Black and Hispanic respondents compared to white respondents throughout the whole period. The same is true for respondents under age 29 and older than 65 years. YLS respondents with college or post-graduate degrees showed much lower unemployment rates, another disparity mirrored in the CPS. (b) Estimates for major sectors in the YLS showed the great divide seen in the CPS between industries that were hard-hit (such as leisure activities) and those that fared well (such as financial services). (c) The errors in the employment-population ratio (EPR) are highest in the 65-plus age group. With a few exceptions, other YLS age groups are a close match to the CPS.

One of the remaining puzzles in the YLS is the consistent error in measuring unemployment over the last year—even after applying weights that reflect both demographic characteristics and past labor market status. While the source of this discrepancy has not been resolved, our analysis indicates that the problem arises partly from biases in retrospective measures of earlier labor force status. Because respondents tend to underreport earlier unemployment rates in their retrospective answers (relative to what they report contemporaneously), this leads to an overestimate of current unemployment rates because the baseline employed group contains people who should have been classified as unemployed. Our investigations did not find that other sources —such as difficulties in measuring search or layoff —were important contributors to bias.
The key finding of this study is that online surveys of complicated social, economic, and demographic characteristics of the population can be studied using online panels. However, it appears—at least for the questions involved in the labor market—that there are residual biases in reporting and/or sample selection that have not been identified and corrected.

The following two sections describe important aspects of the CPS and YLS, including sample selection, differences in questions across the two surveys, and the construction of sample weights. Section III provides a broad overview of these topics, and section IV goes into somewhat more detail. Results begin in section V.

III. Brief Description of Methods

III.A. Background on the CPS

The following is a description of the CPS, which is sponsored jointly by the Census Bureau and the Bureau of Labor Statistics (BLS). The Census Bureau administers the CPS using a probability-selected sample of about 60,000 occupied households. Questions in the CPS concern labor market activities during the reference week that includes the 12th of the month. The fieldwork is typically conducted during the subsequent survey week that includes the 19th of the month.

The modern “activity-based” definition of unemployment dates back to the late 1930s, with refinements in that definition continuing through various revisions in the CPS. The core CPS questions separate the adult civilian non-institutional population (POP) into three groups: employed (E), unemployed (U), and not in the labor force (NILF). These three groups are exhaustive and mutually exclusive, so POP = E + U + NILF. Employed people are those who work for pay or profit (or

---

3 The CPS is a survey of households and is often called the household survey. The other main government employment survey, conducted by the Current Employment Statistics (CES) program, gathers data from establishments. Monthly results from both the CPS and the CES are released on the same day, typically the first Friday of every month.
are temporarily absent from their jobs), while non-employed people must be actively looking for work or on temporary layoff to be counted as unemployed. The labor force (LF) is defined as E + U. This study examines four main labor force statistics: the work-for-pay ratio (WFPR), the closely related employment-population ratio (E/POP), the unemployment rate (U/LF), and the labor force participation rate (LF/POP).4

The CPS uses a complex design involving stratification and multistage selection of housing units. CPS initial contacts were in-person until the pandemic, with some follow ups by phone. Historically, the CPS response rate has been around 90 percent, but it has a declining trend. The average response rate for the 12 months ending in February 2020 was 83 percent, but the overall response rate declined to 65 percent in June 2020 and then recovered to 78 percent in January 2021 (US Bureau of Labor Statistics 2021a). It is not clear whether the weightings undertaken by the BLS and Census Bureau have adequately dealt with the massive non-response issues in recent months.

Before turning to a formal description of the YLS, we comment on the CPS as a formal point of comparison for our survey. The CPS is rightly considered to be the gold standard for household labor market surveys in the United States.

There is no doubt that the CPS is a valuable point of reference. However, in reality, the CPS is unlikely to ever measure unemployment with the same precision that is common in the physical sciences. For example, social surveys like the CPS regularly overestimate the fraction of people who vote in elections. Comparing survey data on voting to administrative data on voter turnout is useful because voter turnout is as close as we will ever come to an accurately measured population

4 Measuring unemployment during the pandemic has been particularly challenging because the CPS was not designed with pandemic-induced lockdowns in mind. Particularly in the early months, the CPS incorrectly classified many unemployed people as “employed, but temporarily absent from work.” Using microdata from the CPS, and following a method suggested in recent BLS publications, we created an alternative unemployment measure, U3-alt, to correct for the misclassification. This corrected unemployment rate is conceptually similar to the unemployment rate generated by the YLS. A description of the methods is found in Appendix C.
statistic (a point made clear by the very close 2020 US presidential election). According to survey experts, the CPS’s regular November election supplement has regularly overestimated voter turnout on the order of 10 percentage points (Matthew DeBell et al. 2020). This shows us that even gold-standard surveys like the CPS cannot hope to attain the standards of measurement we have achieved for the gravitational constant or the mass of the electron.

A similar issue arises with respect to the impact of interviewer error on the discrepancy between YLS and CPS. Re-interview studies often find substantial errors in labor force measures, and some of the errors are introduced by interviews and re-interviews. To the extent that the YLS is anonymous and given to a population with experience in online panels, this is likely to impart a different kind of error from that associated with the US government-run CPS (Biemer and Forsman 2021).

III.B. The Yale Labor Survey

The YLS is designed to capture the major employment aspects of the CPS and illuminate unusual aspects of the labor market stemming from the COVID-19 pandemic that shook labor markets beginning in March 2020.

The main differences between the CPS and YLS involve both the questions asked in the two surveys and the sample-selection and weighting methods. The YLS’s questions concerning labor market status are similar but not identical to those in the CPS, as explained below. Also, to better understand special features of the pandemic labor market, the YLS includes several COVID-related questions. Examples include questions asking whether respondents work at their regular workplaces or at home, whether they are paid by their employers even though they did not work, and whether they applied for or are receiving unemployment
insurance. We also ask standard questions about recent hours of work, income, and when respondents held their last jobs.

The differences between the two surveys in their sample-selection and weighting methodologies are more important. The CPS is designed to be a probability-based sample of the US adult non-institutional population, and its statistical validity relies on its resembling a probability sample of the population to the greatest degree possible. By contrast, the YLS was administered by YouGov, a UK-based market research and survey firm, and uses an opt-in sample.

Additionally, the CPS and YLS differ in their sample sizes. After two pilot tests, the YLS was conducted weekly in waves of 1,500 to 5,000 respondents per week. The survey period covered in this report includes 137,500 observations over 55 weeks through the end of May 2021.

III.C. The YouGov Panel

Here we provide a brief overview of the YouGov panel and YLS methods, with additional detail provided in the next section. In contrast to the probability-based CPS, the YouGov panel from which weekly YLS samples were drawn is an opt-in sample; all interviews are conducted online among people who have previously agreed to complete YouGov surveys for compensation. This setup ensures rapid turnaround and low cost but also risks imparting selection bias on the resulting sample. One motivation for this study is to determine whether the results from a fast, inexpensive survey can provide useful insights before and between waves of slower, expensive, and more established surveys like the CPS.

To correct for sample bias, the YLS relied on adjustments that corrected for differences between panel participants and the US population. These adjustments were based on statistical models that are designed to improve the representativeness of the sample.
These adjustments involve two critical elements. The first is the procedure that drew a YLS sample as a subset of the YouGov panel. The YouGov panel turns out to be unrepresentative of the US population along many demographic characteristics (such as age, race, and education). But a more representative sample can be drawn from the YouGov panel through the application of appropriate sampling procedures. For the YLS, \textit{quota sampling} was used to draw samples representative of US adults in terms of age, gender, education, and race. The sampling frame included 96 strata or cells, and respondents were selected from each cell approximately in proportion to the frequency of that cell in the February 2020 CPS. This month was chosen because the economy and the labor market were relatively stable, so we could match summary statistics from YLS respondents to corresponding averages in the US population.

The second critical element needed to make YLS results representative is the construction and application of \textit{sample weights}. Quota sampling is intended to generate a sample that is broadly representative of the target population, but in practice it rarely generates samples that exactly match multiple population targets simultaneously. A “raking” procedure is therefore used to construct weights that align the YLS sample across six demographic characteristics (age, gender, education, race, marital status, and the presence of children).\footnote{See Appendix F for details of the raking procedure. The six demographic variables included in this procedure are collected either in the survey, the respondent’s YouGov user profile, or both.}

The use of quota sampling and the construction of sample weights ensure that YLS samples mirror the US population along important demographic characteristics. However, the YLS sample must also reflect the general labor market attachment of the US population. Accordingly, in addition to demographic information, we also used respondents’ past labor market status in the construction of sample weights.
The labor market behavior of people who agreed to participate in the YLS survey may not be representative of the US population in terms of their labor market attachment. To see this, consider one cell of the panel—married white women with a college education aged 45–64 with no children. This group represents 1.29 percent of the YLS sample using the quota sampling and 1.28 percent after applying the post-stratification weights. These two proportions are virtually identical because, thanks to the quota sampling procedure, the proportion of the demographic group in relation to the whole sample is very close to the proportion of the demographic group in the US population. Ideally, rates of employment and unemployment in the sample group would mirror the corresponding rates of the same demographic group in the overall population. If such mirroring occurred for all demographic slices of a YLS sample, then the YLS could produce valid estimates of aggregate labor market data using only the quota-based demographic sampling and weights constructed from demographic data alone.

Unfortunately, in practice, the YLS sample did not closely match the representative sample generated by the CPS for the labor market. More specifically, employment and unemployment rates for narrowly defined demographic groups in YLS samples tended to be different from those rates for the same groups in the general population. Respondents tended to be unemployed more often than their population counterparts. As is shown in Appendix D, more than 90 percent of the 128 demographic cells over-reported unemployment relative to the CPS.

This bias stems from unobserved variables that affect YLS respondents’ labor market behavior—variables that may include the respondents’ work histories, health statuses, skills, and work attitudes, as well as local labor market conditions. For instance, the US government estimates that approximately 25 percent of Americans have a disability (Centers for Disease Control and Prevention 2020). According to the BLS, in 2020, 18 percent of people with a disability were employed compared to 62 percent without a disability (US Bureau of Labor...
Statistics 2021b). The quota-sampling procedure does not include disability as a demographic variable, nor is disability one of the demographic variables used to construct the sample weights. The omission of disability from these two steps can therefore result in an unrepresentative sample, even after sample weights have been applied.

To address this problem and capture the complex set of unobserved labor market influences, our weighting procedure incorporates data on past labor market status as well as demographic information. When the weights are constructed, respondents’ past labor market status is treated just like a demographic characteristic such as race or age. When past labor market status is included, a weighted sample from a survey taken in (say) February 2021 will match not only the demographic makeup of the US population, but also the rates of employment and unemployment in the previous month when past labor force status is measured (for example, December 2020 or January 2021).

In a sense, past labor market status creates a “quasi-panel,” meaning that it allows incorporation of individual unobserved variables that are unchanged since the previous month. It is only a “quasi” panel because the earlier labor market status is a retrospective observation on the part of respondents and therefore subject to measurement error (such as recall or question error). To the extent that the retrospective labor market status is inaccurate or biased, this will tend to bias the weights and therefore the current estimates of labor market status. (See the discussion below and in Appendix G.)

We have incorporated prior labor market status into the sample weights in different ways as the project has evolved.

For the early months of the survey, labor market status was derived from answers provided by respondents from October 2019 through February 2020, collected by YouGov. Where these data were not available, the YLS asked a recall question
about February 2020 labor market status and additional questions about current labor market status.\footnote{Respondents were asked, “During the first two weeks of February 2020, did you do any work for pay or profit?” Those responding “Yes” were deemed employed in February 2020. Those responding “No” or “Not sure” by those currently employed were classified as unemployed in February 2020. Those who responded “No” and were not currently employed were allocated their current situation, with categories being one of employed, unemployed, retired, disabled, student, homemaker, and other.}

As time passed, labor market status in February 2020 became less predictive of current labor market status. Starting in July 2020, therefore, we added retrospective questions about employment from February through June. We can use these questions to create “final weights” that reflect labor market activity in months closer to survey dates. The YLS final weights for the December CPS week, for example, used labor market status averaged from the October and November 2020 CPS microdata. These final weights roll forward over time as new CPS microdata become available. The weighting procedure is described in Appendix E.

An important question is whether this weighting procedure is likely to adequately address the sample selection issues inherent in this online survey. Comparisons of probability-based studies is an active area of research.\footnote{Potential adjustments include quotas, stratified random sampling from the panel, matching, post-stratification weighting, and propensity-score weighting. Our approach combines quotas and post-stratification weighting.} Studies of the relative accuracy of online non-probability surveys and probability-based surveys have mixed results. In any case, there is no systematic determination of which approaches are superior for which kind of population information (that is, pure demographic information, secondary information, and economic and social data). Moreover, many of the studies comparing different methods are relatively simple—asking questions such as “were you employed”—rather than the approach of the YLS, which involved multiple and overlapping questions. Finally, it is worth noting that even probability-based sampling—often considered the “gold standard” for survey research—has encountered major hurdles in recent years, as the willingness of randomly drawn respondents to participate in surveys has trended down. And
more recently, there were additional physical barriers to in-person interviews during the pandemic.

More details on the potential errors for the weights are discussed briefly in section VIII and Appendix J. The questions for the survey are contained in Appendix K. An example that works through the method of using prior labor force status is contained in Appendix G.

IV. Detailed Description of the Panel and Statistical Methods

This section provides additional detail on the source and selection of respondents for the study, sample weighting, calculation of standard errors, and assumptions needed for valid inferences.

IV.A. Source of Respondents

Respondents were drawn from YouGov’s opt-in online panel, which resembles other access panels commonly used for market research and public opinion polling (Sudman and Wansink 2002). YouGov recruits participants using internet advertising campaigns (primarily Google Adwords, Facebook, and banner ads on popular websites; but also using co-registration, visitors to YouGov’s home page, and referrals from existing panelists). After confirming their email addresses (“double opt-in”), the individuals provided personal and demographic information to become registered panelists. There is no well-defined sampling frame or established probabilities of selection for panelists. The panel is simply a pool of respondents available for conducting individual research studies. People who join online panels exhibit biases that are similar to those who answer random telephone surveys (for example, they are older and more likely to be white, and they have more schooling). Attitudinal studies have found that online panelists are early adopters, less traditional, and more environmentally concerned (Gittelman et al.
Unlike in phone surveys, however, online panelists are approximately balanced on gender.

The issue of selection bias has become increasingly severe for both government and private surveys in recent years. We noted above that the CPS had a response rate of only 65 percent in June 2020, which is below the US government’s statistical standard. Pew estimates that response rates in telephone surveys declined from 36 percent in 1997 to 6 percent in 2018 (Pew Research Center 2019).

Additionally, over time it has become increasingly difficult to reach target audiences. Most random-digit-dial phone surveys conducted today do not use random selection to choose respondents within a household. To reduce the number of women and older respondents in the sample, either explicit quotas or other procedures are employed to reduce selection bias. For example, the interviewer might first ask, “Out of all the people age 18 or older who are at home now, may I please speak to the youngest male?” If no male lives in the household, the interviewer might then ask, “May I speak to the youngest female?”

The major point here is that an accurate representation of the population can no longer assume that the responding sample has an equal probability of selection for all members of the target population. Rather, surveys must use procedures to weight individuals in the sample, and therein lies the modern art of survey research.

**IV.B. Selection of Panelists for this Study**

Samples for individual YouGov studies, like this one, are selected from the YouGov panelist pool that contains the target population (in this case, the US population 18 years and older). YouGov’s panel is much larger than the sample size needed for any individual study, but the company conducts many studies simultaneously. At the time of this project, there were almost 200,000 active
panelists.\textsuperscript{8} YouGov uses quota sampling to select respondents from the panel for receiving invitations and an allocation algorithm to assign responding panelists for particular studies, which we describe now.

For the YLS, panelists were allocated to 96 quota cells, based on the cross-classification of their age (18–29, 30–44, 45–64, or 65+), gender (male or female), education (high school or less, some college, college degree, post-graduate degree), and race (white, Black, or Hispanic).\textsuperscript{9} For each cell, a target number of respondents was selected that is proportional to the number of adults in the February 2020 CPS. For each panelist, probability of response was estimated based on past rates of participation and demographics. Panelists in each quota cell were randomly selected for invitations until the expected number of responses in each cell equaled the target number. The invitations did not describe the subject of the study, nor did they guarantee that the panelist would be assigned to any particular study.

Panelists who clicked on links in their email invitations were routed to one of the available studies according to an algorithm until the target number for the survey was reached or until the field period (say, 24 hours) ended. The algorithm assigned a value to each panelist for each study that the respondent qualified for. The value is based on the number of additional respondents needed to fill the respondent’s quota cell, divided by the length of time remaining for fielding the survey.

As compensation for participating in this study, panelists received points that could be converted to cash after a minimum threshold was reached. For this study,

\textsuperscript{8} An active panelist for this purpose is defined as a panelist who has completed a survey in the last month.

\textsuperscript{9} YouGov includes “Hispanic” as an answer option for the question “What best describes your race?” The CPS asks separate questions about respondents’ race and origin. In the CPS, we have grouped whites of Hispanic origin as Hispanic and Blacks of Hispanic origin with Blacks. Whites include any non-Hispanics who are not Black, including those identifying as Native American, Asian, Middle Eastern, and mixed race.
each respondent was awarded the equivalent of $0.50 in points. The median time to complete the survey was 9 minutes.10

\textit{IV.C. Weighting}

Respondents were selected from YouGov’s panel to join the study to be representative of all US adults in terms of four demographic variables (age, gender, education, and race). Due to non-response, the realized sample does not match the population targets exactly. We use \textit{post-stratification weighting} to improve the representativeness of the sample. The post-stratification involves two sets of variables, demographic and labor market. We use a total of six demographic weighting variables: the four demographic variables used in the quota-based sampling (age, gender, education, and race) along with marital status and presence of children. Additionally, as noted above, we use variables to represent labor market status (LMS) to capture unobserved variables that represent an individual’s labor market propensities. These were either February LMS in the early part of the survey or recent LMS in the later parts (see section III.C. above).

The purpose of weighting in this context is to adjust the sample to better represent the target population. Each respondent is assigned a positive weight, so that the fraction in each cell from the weighted sample matches the fraction of that cell from a census or other reliable estimate. The assumption is that by applying the same weights for computing means and proportions of other sample variables, this procedure will correct for differences in the characteristics between the sample and the target populations.

In the simplest case, both the sample and population can be partitioned into a set

\footnote{One interesting feature of the present survey is that respondents might have thought that they were working for pay because they were compensated for answering online surveys. As we note in the discussion of “nuggets” below, we correct for a misclassification of this group.}
of mutually exclusive and exhaustive categories according to some characteristics. For example, if it is known that 52 percent of adults are female and 48 percent are male, while the sample is 60 percent female, weighting women by 52/60 and men by 48/40 will adjust the sample proportions to match the population proportions for gender. Cell weighting works well as long as the sample fractions in each category are not too small. If a particular age-race-education-gender category has zero people in the sample, it is not possible to use a (finite) multiplicative weighting to attain the population proportion.

The problem of zero-member cells limits the number of demographic characteristics that can be included in a quota-based sampling procedure. Consider a survey that must be balanced along multiple demographic characteristics (for example, age/education/race/region/gender). A naive approach would be to form a cross-classification using all characteristics and then do cell weighting using the full cross-classification. This high-dimensional plan fails in practice because the number of cells in a cross-classification grows quickly with the number of dimensions. For example, if there are four age categories (18–29, 30–44, 45–64, 65+), four education categories (high school or less, some college, college graduate, and post-graduate), three race categories (white, Black, Hispanic), four regions, and two genders, the cross-classification contains $4 \times 4 \times 3 \times 4 \times 2 = 384$ cells. If a sample cell is empty, it is impossible to set its weight as some positive number and match the corresponding population share. Even if there are only one or two sample observations in cells, the corrective weights can become large, making the resulting sample estimates unstable.

Therefore, for the YLS, we used quota-based sampling using only four categories (gender, race, education, age). We then constructed sample weights that further refined the sample along those characteristics and also incorporated marital status, the presence of children, and labor market status.
IV.D. Raking in the YLS

The general theory of raking (weighting) and its use in the YLS is discussed in Appendix F. The variables included, to begin with, six key demographic variables: age, gender, race, education, marital status and presence of children. To control for labor market attachment, LMS was added to these demographic characteristics, and several cross-classifications were also used.

Weights were computed for each day or week’s sample. The weights are not exactly equal to the ratio of the population to sample proportion in each cell because we did not weight on all cross-classifications. It is impossible to match all cross-classifications with the daily samples because some cells in the full cross-classification were empty on particular days. An example that works through the method of using prior labor force status is contained in Appendix G.

IV.E. Statistical Properties

There are different methods for estimating the variance of sample means and proportions using raking weights. Little and Wu (1991 p. 90, eq. 19) provide an asymptotic variance formula under non-random selection. Unconditional variance estimates can be obtained by treating raking as a special case of calibration weighting (Chang and Kott 2008). Alternatively, Canty and Davison (1999) discuss bootstrapped variance estimates and confidence intervals, which are conceptually simpler if finite population corrections are not necessary.

Statistical inference is another important issue. The primary purpose of post-stratification weighting with opt-in samples is to reduce bias caused by self-selection and non-response. In principle, weighting can remove bias if panel selection and within-panel non-response are conditionally independent of the weighting variables. This is Rubin’s “missing at random” condition (Little and Rubin 2019).
However, raking weights are based on a parametric response model that assumes that the log ratio of population proportions to sample selection probabilities obeys a main effects model without interaction (Little and Wureliably 1991, p. 87, eq. 5). That is, the only interactions relevant for selection bias involve variables whose population joint distribution is known. Nonetheless, even if raking does not eliminate all selection bias, it seems to perform reasonably well in practice when selection bias is not severe and sample sizes not too small. (A rule of thumb is to have at least 30 observations per cell.)

It is important to note, however, that raking can only remove bias that occurs because of nonrepresentative samples at the level of the post-stratified cells (for example, demographic and labor market). If there are biases in responses within the most detailed cells (for example, demographic characteristics and prior labor market status), then the weighting cannot remove that bias because it arises from unobserved variables.

In practice, post-stratification improves the estimates markedly when labor market variables are used but adds relatively little when only demographic variables are employed. The latter result is not surprising because quota sampling eliminates most of the demographic bias, but there is still a bias that can be removed by weighting on past labor market status.

V. Basic Labor Market Definitions and the COVID-19 Pandemic

V.A. Defining Labor Market Status

Like the CPS, our survey divided the US adult civilian non-institutional population into three groups: employed (E), unemployed (U), and not in the labor
force (NILF). Because of survey limitations, we limited our analysis to the population 20 and over. Here are the major definitions:

*Employed* people worked for either pay or profit during the reference week. We added to this group respondents who answered that they received pay even though they did not work during the reference week (as explained in Appendix A). The *work-for-pay ratio* (WFPR) measures the fraction of survey respondents who reported that they worked for pay or profit during the reference week. This fraction is adjusted for overreporting for those whose only jobs are answering online surveys.

*Unemployed* people are those who did not work for pay but were on temporary layoff or actively looking for work. In the YLS survey, the unemployment pool was comprised of: (a) Respondents who actively searched for work in the last 4 weeks and were available for work within 7 days, and (b) Respondents who were on layoff or furlough and expected to return to their jobs.

People who are *not in the labor force* (NILF) are those who are neither employed nor unemployed.

**V.B. Technical Note on Measuring Employment**

The BLS has six “alternative measures of labor underutilization,” denoted U1 through U6, which are published each month as part of the monthly jobs report. The standard unemployment rate is U3, defined as “total unemployed.” The narrowest underutilization measure (U1) includes only the long-term unemployed, while the broadest (U6) is defined as “total unemployed plus all persons marginally

---

11 People under 18 could not participate in the YLS because protection of human subjects requires parental consent. See Appendix B and footnote 14 for the effect of this limit on our choice of the 20+ population.

12 Respondents could signal this expectation in two ways. One survey question asked non-working respondents about their present work situation, to which one possible answer was “laid off or furloughed from a job to which you expect to return.” Respondents could also signal a job-recall expectation by answering yes to a separate question: “If you recently lost your job, have you been given any indication that you will be recalled to work within the next six months?”
attached to the labor force, plus total employed part-time for economic reasons, plus all people marginally attached to the labor force.” In January 2021, U1 was 3.4 percent, U3 was 6.3 percent, and U6 was 11.1 percent (seasonally adjusted).

The YLS attempted to replicate the headline measure, U3. However, during the early part of the pandemic, the BLS noted that it had probably misclassified many workers displaced by COVID-19 as “employed but absent from work,” when these workers should have been classified as unemployed. BLS calculations indicated that this misclassification probably lowered the reported unemployment rate (U3) by 5 percentage points in April 2020. Fortunately, improvements in the labor market and in CPS implementation reduced this error over time to around 0.6 percentage points by February 2021.

Because of the misclassification, YLS researchers used CPS microdata to construct an alternative measure of unemployment, moving workers classified as employed but absent from work for “other reasons” into the unemployment pool. The resulting measure, U3-alt, then allowed an apples-to-apples comparison with the unemployment rate in the YLS, where the classification error was less likely to occur. For a further discussion, see Appendix C. While the correction reduced the error in the calculation of labor force status in YLS in the early months, that improvement was smaller in the later months.

VI. Results of the Survey

VI.A. Overview

Table 1 and Figure 1 summarize results for the CPS survey months from April 2020 through May 2021. (For full results by month, see Appendix D.) We have direct comparisons for most months. Our estimates are limited to the population
aged 20 and older (see Appendix B). We show both the standard U3 measure of unemployment and the alternative concept, U3-alt, which includes an adjustment for classification errors in the survey as described in the last section.

The major conclusion is that the YLS estimates closely paralleled the labor market experience as described by the CPS. The estimates for employment were relatively accurate; those for unemployment tended to be slightly high, and consequently, the labor force participation rate was also higher than the CPS estimates.

Table 1 shows the average values and errors of each of the three major labor force categories for the 14 months, measured as a percentage of the adult population. The YLS captured the employment-population ratio closely over the period. However, it systematically overestimated unemployment, with a larger overestimate with the standard U3 than with U3-alt. The fraction of people not in the labor force was underestimated (that is, the participation rate is overestimated) largely because of the overestimate of unemployment.

<table>
<thead>
<tr>
<th>TABLE 1. AVERAGE VALUES AND ERRORS FOR YLS AND CPS, APRIL 2020 TO MAY 2021</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average monthly value</strong></td>
</tr>
<tr>
<td>Percent (%) of Population</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Employed</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>CPS</td>
</tr>
<tr>
<td>CPS-alt</td>
</tr>
<tr>
<td>YLS</td>
</tr>
<tr>
<td><strong>Average error</strong></td>
</tr>
<tr>
<td>Percent (%) of Population</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Employed</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>YLS - CPS</td>
</tr>
<tr>
<td>YLS - CPS-alt</td>
</tr>
</tbody>
</table>

13 People under 18 are excluded from the sample because the protection of human subjects requires parental consent to participate in a survey. Although people aged 16–19 years have low labor force participation, they also have high unemployment rates, so there is a non-trivial difference between the 16+ unemployment rate and the 20+ unemployment rate. For the last two decades, the 16+ rate has been about ½ ppt higher than the 20+ rate, although this difference has trended lower since 2013.
Figure 1 shows monthly and weekly comparisons of the CPS and YLS for different concepts. The CPS-based estimates show both the official U3 rate and our constructed U3-alt rate.

Panels 1(a) and 1(b) show the persistent upward bias in the estimated unemployment rate, while panels 1(c) and 1(d) show that the survey was quite close to the CPS on the employment rate. The error in the unemployment rate increased after October 2020.

The alternative unemployment rate (U3-alt) is closer to the YLS unemployment rate than the standard U3 unemployment rate. The explanation is that many workers were mistakenly classified as employed in the CPS, whereas they were correctly classified as unemployed in the YLS. The difference between U3 and U3-alt declined over the period after April as pandemic-related absences for “other reasons” declined sharply.

The bottom line on the survey for the aggregates is that the YLS has proven remarkably accurate for employment but has consistently overestimated unemployment.
VI.B. Unemployment Rates for Major Groups

Next, we show the labor market status for different groups. Tables 2 and 3 provide the averages for the entire sample period. The underlying trends indicate, accurately, the following impacts.

Here are the major results: (a) The youngest age groups had the highest unemployment rates during the pandemic. (b) Among racial and ethnic groups, Black and Hispanic workers had the highest unemployment rates during the pandemic. (c) Among educated groups, lower educated groups had the highest unemployment rates during the pandemic. (d) Among occupations, those in service, construction, and transportation occupations were the most severely impacted. (e) Among industries, leisure and hospitality were the most severely affected.
Here are some results for demographic groups compared to the CPS. (a) The YLS tended to overestimate unemployment among females relative to males. (b) Among age groups, the YLS tended to overestimate unemployment, primarily among the oldest age group (age 65+). (c) There was no significant difference in estimates by racial groupings. (d) The YLS tended to overestimate unemployment among groups with lower education relative to those with higher education. (e) The YLS tended to overestimate unemployment for those with widowed and divorced as marital status.

Here are some results for economic groupings compared to the CPS: (a) Among regions, the YLS tended to overestimate unemployment in the South relative to the Northeast. (b) Among occupations, the YLS tended to overestimate unemployment in sales and underestimate in farming, transportation, and services. (c) Among industries, the YLS tended to overestimate unemployment dramatically in mining and information and overestimate in leisure and hospitality.

### Table 2. Average Monthly Unemployment Rates for YLS and CPS, Different Demographic Groups, April 2020–May 2021

<table>
<thead>
<tr>
<th></th>
<th>CPS</th>
<th>CPS-alt</th>
<th>YLS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7.7</td>
<td>9.1</td>
<td>9.9</td>
</tr>
<tr>
<td>Female</td>
<td>8.1</td>
<td>9.7</td>
<td>12.7</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>11.6</td>
<td>12.7</td>
<td>14.3</td>
</tr>
<tr>
<td>30-44</td>
<td>7.1</td>
<td>8.3</td>
<td>10.1</td>
</tr>
<tr>
<td>45-64</td>
<td>6.8</td>
<td>8.3</td>
<td>9.9</td>
</tr>
<tr>
<td>65+</td>
<td>7.6</td>
<td>10.7</td>
<td>13.8</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>6.4</td>
<td>7.8</td>
<td>9.7</td>
</tr>
<tr>
<td>Black</td>
<td>11.5</td>
<td>13.1</td>
<td>14.5</td>
</tr>
<tr>
<td>Hispanic</td>
<td>10.3</td>
<td>11.7</td>
<td>14.1</td>
</tr>
<tr>
<td>Other</td>
<td>9.0</td>
<td>10.7</td>
<td>12.0</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HS or less</td>
<td>10.6</td>
<td>12.2</td>
<td>15.0</td>
</tr>
<tr>
<td>Some college</td>
<td>8.9</td>
<td>10.6</td>
<td>13.1</td>
</tr>
<tr>
<td>College grad</td>
<td>6.0</td>
<td>7.4</td>
<td>8.2</td>
</tr>
<tr>
<td>Post grad</td>
<td>3.9</td>
<td>5.0</td>
<td>5.6</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>5.7</td>
<td>7.1</td>
<td>8.0</td>
</tr>
<tr>
<td>Widowed</td>
<td>8.6</td>
<td>11.0</td>
<td>13.1</td>
</tr>
<tr>
<td>Divorced</td>
<td>8.2</td>
<td>10.0</td>
<td>14.2</td>
</tr>
</tbody>
</table>
Separated 11.1 13.2 13.1
Never Married 11.6 12.9 15.8

<table>
<thead>
<tr>
<th>Census Region</th>
<th>CPS</th>
<th>CPS-alt</th>
<th>YLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northeast</td>
<td>9.3</td>
<td>11.2</td>
<td>11.4</td>
</tr>
<tr>
<td>Midwest</td>
<td>7.1</td>
<td>8.3</td>
<td>10.4</td>
</tr>
<tr>
<td>South</td>
<td>7.0</td>
<td>8.4</td>
<td>11.5</td>
</tr>
<tr>
<td>West</td>
<td>9.1</td>
<td>10.7</td>
<td>11.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Occupation</th>
<th>CPS</th>
<th>CPS-alt</th>
<th>YLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management, business, and financial</td>
<td>4.2</td>
<td>5.5</td>
<td>6.6</td>
</tr>
<tr>
<td>Professional and related</td>
<td>4.7</td>
<td>6.1</td>
<td>7.6</td>
</tr>
<tr>
<td>Service</td>
<td>13.5</td>
<td>15.6</td>
<td>14.7</td>
</tr>
<tr>
<td>Sales and related</td>
<td>8.7</td>
<td>10.4</td>
<td>13.0</td>
</tr>
<tr>
<td>Office and administrative support</td>
<td>7.4</td>
<td>8.3</td>
<td>9.3</td>
</tr>
<tr>
<td>Farming, fishing, and forestry</td>
<td>9.6</td>
<td>10.8</td>
<td>9.5</td>
</tr>
<tr>
<td>Construction and extraction</td>
<td>10.6</td>
<td>12.6</td>
<td>13.5</td>
</tr>
<tr>
<td>Installation, maintenance, and repair</td>
<td>6.6</td>
<td>7.4</td>
<td>10.0</td>
</tr>
<tr>
<td>Production</td>
<td>9.0</td>
<td>10.0</td>
<td>12.8</td>
</tr>
<tr>
<td>Transportation and material moving</td>
<td>11.7</td>
<td>13.3</td>
<td>11.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industry</th>
<th>CPS</th>
<th>CPS-alt</th>
<th>YLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture, forestry, fishing, and hunting</td>
<td>5.4</td>
<td>6.5</td>
<td>7.9</td>
</tr>
<tr>
<td>Mining</td>
<td>14.1</td>
<td>15.2</td>
<td>6.3</td>
</tr>
<tr>
<td>Construction</td>
<td>8.7</td>
<td>10.7</td>
<td>11.2</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>6.7</td>
<td>7.4</td>
<td>8.2</td>
</tr>
<tr>
<td>Wholesale and retail trade</td>
<td>8.3</td>
<td>9.6</td>
<td>10.8</td>
</tr>
<tr>
<td>Transportation and utilities</td>
<td>9.0</td>
<td>10.6</td>
<td>8.9</td>
</tr>
<tr>
<td>Information</td>
<td>8.2</td>
<td>9.9</td>
<td>7.3</td>
</tr>
<tr>
<td>Financial activities</td>
<td>4.1</td>
<td>5.1</td>
<td>5.4</td>
</tr>
<tr>
<td>Professional and business services</td>
<td>6.9</td>
<td>8.4</td>
<td>8.4</td>
</tr>
<tr>
<td>Educational and health services</td>
<td>5.5</td>
<td>6.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Leisure and hospitality</td>
<td>20.6</td>
<td>23.0</td>
<td>26.3</td>
</tr>
<tr>
<td>Other services</td>
<td>9.7</td>
<td>13.1</td>
<td>13.4</td>
</tr>
<tr>
<td>Public administration</td>
<td>2.7</td>
<td>3.3</td>
<td>6.3</td>
</tr>
</tbody>
</table>

**VI.C. Estimates Using Different Weights**

We constructed different weighting models. Figure 2 shows the results using four different weights for the YLS and compares those with the results for the CPS. The four YLS weights are demographic weights and two sets of labor market weights (February and “final,” which used recent months). These show the standard CPS version of U3 unemployment as well as our modified U3 version.

Several points are clear in the figures: (a) The demographic weights fare poorly in most cases. As explained above, this is likely due to unobserved variables that are important for labor market behavior, such as disability. (b) The February labor
market weights do reasonably well in the early part of the period but diverge increasingly from the CPS in the later part of the year. The reason is that February status becomes increasingly obsolete as time passes. (c) The final labor market weights (reflecting labor market status in each of the cells in the last two months) track the actual CPS relatively closely. This is particularly true for the employment and work-for-pay data. However, the final weights tend to overestimate the CPS U3 throughout most of the period, although they are reasonably accurate at tracking U3-alt in the early months of 2020. (d) The results for the labor force participation rate (LFPR) are parallel to the results for unemployment, tending to overpredict because of the overestimate of the unemployment rate.

The clear conclusion of the data shown in Figure 2 is the critical importance of including labor market experience in ranking the data. Demographic data alone do a relatively poor job in tracking the CPS.

A key finding is that the YLS matches the CPS more closely with the WFPR and EPR than with the UR and LFPR. Why is this so? Part of the UR discrepancy undoubtedly stems from the additional complications that arise when measuring unemployment as compared to employment. Measuring unemployment requires that the survey instrument not only discern whether a non-employed person is searching for a job but also whether this search is an active rather than passive one, since only active searches can lead directly to job offers. Additionally, the concept of “layoff” has evolved over time and is particularly ambiguous during a pandemic. When a restaurant shuts down in March 2020 and the employer tells workers that it will be only a short shutdown, does the worker consider this a temporary layoff? To the extent that interview surveys like the CPS and self-administered internet surveys like the YLS treat subtle labor market concepts differently, unemployment rates in the two types of surveys may differ.

Figure 2 also shows that errors in the YLS relative to the CPS were particularly large in the early stages of the pandemic and then during the spring of 2021. Part
of the issue in spring 2021 was that a major discrepancy appeared between the responses of panelists not previously sampled for YLS (“new respondents”) and those who had participated in an earlier wave (“repeats”). In early 2020, clearly, there were few repeats, but by the end of the study more than half of respondents were repeats. The reported labor market status of repeats was significantly different from new respondents, and that discrepancy tended to give large month-to-month errors in April and May 2021. In addition, the team experimented with different sampling of repeats, which (it was later discovered) resulted in large errors in those two months.

**Figure 2(a) and 2(b). Comparison of Estimates on Employment for Different Weights**
FIGURE 2C) AND 2(D). COMPARISON OF ESTIMATES ON UNEMPLOYMENT AND LABOR FORCE PARTICIPATION FOR DIFFERENT WEIGHTS

VII. Further Results

The YLS has many interesting findings for the pandemic period. This section examines a few of the nuggets from the surveys.

VII.A. Some Nuggets from the YLS

Results of the YLS contain many interesting nuggets that illustrate the impact of the 2020 pandemic on the labor market. Here are a few.

Work at home or the office? Many workers who normally worked outside the home started to work remotely as the effects of the pandemic spread. How large
were the numbers? We asked where respondents worked during the survey year. We found that only 54 percent responded that they work entirely outside the home, while another 11 percent responded that they work both at home and outside the home.

Why absent from job? The YLS asked respondents about the reasons they were absent from work, adding pandemic-related questions to the normal questions in the CPS. It was interesting that only a small fraction of respondents listed childcare problems as a reason for absence. However, close to 33 percent listed, “I was temporarily absent from a job due to the coronavirus.” Additionally, 8 percent said they were absent because of illness in their family, and 14 percent said they were absent because of their own illness.

When last worked? The survey asked when people lost their last jobs. About 1 percent of respondents who had ever worked replied that they last worked in each month from May 2019 through February 2020, though 6 percent lost their jobs in February 2020. There was a huge jump in job losses in March 2020, when about 25 percent of respondents reported losing their jobs. Since that time, the rate of job loss has averaged 2.7 percent per month, declining from 5.9 percent in April 2020 to 0.8 percent in May 2021.

Why lost job? The YLS asked people why they lost their jobs if they were employed prior to the onset of the pandemic. Of those who responded in April of 2020, 70 percent of workers said they lost their jobs because their firms reduced workers or hours because of COVID-19. That decreased sharply to 50 percent by August of 2020 and has steadily decreased to about 44 percent as of February 2021.

Answering internet surveys as a job. One of the issues with the YLS was that people might think that answering surveys represents “work for pay or profit.” While this is a reasonable answer, we know that respondents are definitely biased toward people who respond to internet surveys, since they all do. To test the extent to which this might bias the responses, we directed respondents to not consider
internet surveys as a job. Starting in wave 21, we queried respondents on this issue. With targeted questions, we determined that the fraction of the population that responded “yes” to the work-for-pay answer increased consistently by 1.4 percent from respondents whose only job was answering internet surveys. We were unable to reliably classify these individuals as unemployed or not in the labor force, but we noted that the number of employed is slightly overestimated in the survey and applied a -1.4 percent correction to our employment measures to diminish the bias.

Gender. There have been concerns that the CPS does not incorporate current views of gender. We therefore asked about both binary gender and a larger group of gender categories (N = 54,000). We found that 96.8 percent reported consistent binary gender on both the “Gender” and the “Gender7” question. Of the sample, 0.79 percent reported nonbinary gender and 1.11 percent reported inconsistent binary gender (all weighted values). This level of inconsistency is about the same as that of the traditional two-category gender question. The nonbinary gender groups tended to have higher labor force participation, but that was largely due to the younger age of that group.

Hours yesterday. One interesting calibration question was how many hours each respondent worked yesterday, which was asked of those who worked for pay. The mean response was 7.2 (+ 0.2) hours for those working for pay. This is 3.8 hours per adult when corrected for those not working for pay. The American Time Use Survey (ATUS) for 2019 reported an average of 3.6 hours per adult (US Bureau of Labor Statistics 2020). This is a remarkably close figure given the simplicity of the YLS question.

VII.B. Self-employment and Gig Economy Work

We also investigated the number of self-employed workers in the YLS sample. The CPS includes a “class of worker” characterization that includes wage and
salary workers, self-employed workers, and unpaid family workers. Counting both
the incorporated and unincorporated self-employed in the self-employment
category, slightly more than 10% of employed people have been self-employed
over the last several years in the CPS. This figure is close to the rates of self-
employment in the YLS data, which we measured by asking people who worked
for pay about their type of employer. We asked respondents whether they were
“self-employed,” and 13 percent of weighted respondents selected this answer, a
figure slightly above the CPS self-employment rate. ¹⁴

A separate YLS question asked workers to classify themselves using different
categories than the class-of-worker question in the CPS. Respondents could note
that they were working “for myself in my own firm,” a “contract or gig economy
worker,” or “working for a wage or salary at a firm or other employer.” For all
waves that included this question, 15 percent of working respondents said they were
working for themselves in their own firm, while another 11 percent said they were
gig economy workers.

As other researchers attempting to measure the “gig economy” have found, it can
be difficult to match workers’ conceptions of their jobs with CPS concepts. Many
workers might consider themselves gig-economy or self-employed when presented
with one set of potential answers but call themselves wage-and-salary workers
when presented with a different set of answers. Even the legal definitions and tax-
law definitions regarding employment are complex and may not easily be
understood by those who are not typical W2 employees.

⁸⁸

VIII. Other Considerations

Many studies are forecasting US labor market characteristics, but few are
tracking labor market responses in real-time. As of the date of the report, other than

¹⁴ For more on the effects of high self-employment and multiple-jobholding rates in online surveys of the labor market,
see Katz and Krueger (2019).
the CPS and the present study, we are aware of six other surveys that examine labor market dynamics in the COVID-19 period. The three main other studies published to date are by Olivier Coibion, Yuriy Gorodnichenko, and Michael Weber (2020 CG&W), which relies on the Nielsen Homescan panel; a survey by Alexander Bick and Adam Blandin (2021 RPS), which relies on a Qualtrics panel; and a Census Bureau panel, the Household Pulse Survey (2021 HPS), which began April 23. The results of the other studies are summarized in Appendix H.

As with other surveys, there are several reasons why unemployment and participation estimates generated by YLS could differ from underlying population values. Often called “total survey error,” these differences come from several sources: sampling error, nonresponse error, errors from differences in questionnaires and question wording, errors from interviewer vs. self-administered survey, and respondent error. Appendix J discusses our investigations into the sources of survey error. We conclude that sampling error is unlikely to be the major cause of the discrepancy between the YLS and the CPS. The most likely source is potential unrepresentativeness of the panel, even at the most detailed cell level.
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