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1 Introduction

One of the most crucial parameters in monetary economics is the frequency of price change.
The frequency of price change determines the extent of nominal versus real adjustments
in the economy in response to nominal demand shocks. If the frequency of price change
is high, so that prices are perfectly flexible in the limit, nominal shocks impact only prices
while leaving the real economy undisturbed, which implies that there is monetary neutrality.
If the frequency of price change is low, then nominal shocks have real effects—because prices
cannot adjust quickly enough, restoring equilibrium in the economy requires real changes.
Thus, with a lower frequency of price change, the economy demonstrates greater monetary
non-neutrality. This also implies that the stabilization trade-off of monetary policy depends
crucially on the frequency of price change. When the frequency of price change is low,
the sacrifice ratio is high; that is, achieving a given reduction in inflation requires a larger

increase in unemployment.

The frequency of price change is a key determinant of the slope of the Phillips curve. The
Phillips curve refers to the inverse relationship between inflation and the unemployment
rate. Intuitively, as unemployment falls, labor markets become more competitive, so wages
and prices tend to rise. In the United States, the slope of the Phillips curve has evolved
through the years. The negative relationship was most clearly observed in the post-World
War II period. However, it appeared to break down in the 1970s when the economy expe-
rienced stagflation. For the next two decades, inflation remained low and stable, about 2
percent to 4 percent . However, the relationship appeared weaker again during the Great
Recession, when the unemployment rate rose to 10 percent but inflation fell only slightly
(missing deflation). Then during the recovery from the Great Recession, the unemployment
rate fell to historically low levels while inflation remained low—even below the Federal Re-
serve’s 2 percent target for most of that period (missing inflation). The relationship seemed
similarly weak during the COVID-19 pandemic, when the unemployment rate spiked to 14
percent while inflation fell only slightly.

One factor that could explain the flattening of the Phillips curve is the reduction in the
frequency of price change. Since the flattening appears to have occurred over a long period
of time, a natural candidate to explain it is similarly long-term structural changes in the US
economy, namely the shifts in its industrial composition. Specifically, the flattening of the
Phillips curve has coincided with a shift in the focus of the economy from primary and
secondary industries (industries that extract raw materials and those that process them,

respectively) toward tertiary industries (industries that provide services). The products
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associated with the primary and secondary industries have different frequencies of price
change relative to products in the tertiary industries. Therefore, it is reasonable to expect
that as the share of the economy comprising tertiary industries has increased over time,
there has been a concurrent downward shift in the distribution of the frequency of price
change and that this shift has flattened the Phillips curve.

In this paper, we assess the degree to which changes in industrial composition in the United
States have affected the distribution of the frequency of price change and therefore altered
the slope of the Phillips curve and the associated inflation dynamics. We make three contri-
butions to the literature. First, we demonstrate that the changes in industrial composition
have led to large declines across the distribution of the frequency of price change over the
1947-2019 period, with the median monthly frequency falling from 9.2 percent in 1947 to 6.9
percent in 2019. Second, we demonstrate that these declines across the distribution of the
frequency of price change were driven by the shift from primary and secondary industries
to tertiary industries. Third, we demonstrate through a multisector menu cost model that
these changes have led to a 28.5 percent flattening of the slope of the Phillips Curve. With a
flatter Phillips curve, inflation is less responsive to real changes in the economy, which helps
to explain why there was missing deflation during the recent recessions and the missing

inflation during the recoveries.

At the start of 2022, as the US economy recovered from the COVID-19 pandemic and the
unemployment rate fell to its pre-pandemic levels, inflation spiked to heights unseen since
the early 1980s. This outcome appears contradictory to the prediction of a flatter Phillips
curve. Therefore, we additionally demonstrate that despite a flattening of the Phillips curve,

large or persistent expansionary demand shocks still can cause a sharp rise in inflation.

We compute the impact of shifts in the industrial composition of the US economy on the dis-
tribution of the frequency of price change for every year from 1947 through 2019. We obtain
annual data on industrial composition from the U.S. Bureau of Economic Analysis (BEA)
and the World KLEMS Initiative and static data on the frequency of price change of different
Consumer Price Index (CPI) and Producer Price Index (PPI) products from |Nakamura and
Steinsson| (2008). We first construct a mapping between products and industries. We then
compute the share of the economy assigned to a given product based on an algorithm that
uses the share of the corresponding industry in the economy and the expenditure weight of
the product in the relevant price index. In this way we obtain the economy’s annual product
composition based on its annual industrial composition data. Our data allow us to map
economic shares for 51 industries to 613 products for the 1947-2019 period. To measure the

impact of changes in industrial composition on the distribution of the frequency of price
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change, we then vary only the product shares while holding fixed the frequency of price
change at the product level.

Our first contribution is to demonstrate that changes in industrial composition have led to a
broad decline in the distribution of the frequency of price change. This decline has occurred
gradually, which is in line with the gradual shifts in industrial composition over the period
we consider. We find a decline in the monthly frequency of price change from 4.9, 9.2, 26.9,
and 87.6 percent to 4.0, 6.9, 12.4, and 41.7 percent at the 25th, 50th, 75th, and 90th percentiles
of the distribution, respectively. The exception is at the 10th percentile of the frequency
of price change distribution, where we find no change. Using our algorithm, we also find
that changes in industrial composition have caused the distribution of the probability of
positive price changes to shift up but have had no systematic impact on the distribution
of the absolute size of price changes Our empirical results on changes in the distribution
of the frequency of price change are robust to other specifications including to alternative
mappings between industries and products in our algorithm, to dropping products that
constitute a relatively large share of the distribution, and to measuring the distribution with
only CPI or only PPI products.

Our second contribution is to demonstrate that the aforementioned changes in the distribu-
tions of price-change statistics are driven by a shift in the industrial composition of the econ-
omy from primary and second industries toward tertiary industries. Throughout the 1947-
2019 period, there was a gradual shift from primary and secondary industries toward service
industries. Health, education, legal, technical, and financial services all grew relatively
larger, while agriculture as well as both durable and nondurable manufacturing declined in
relative size. The products associated with the tertiary industries that the economy shifted
toward generally have low frequencies of price change. On the other hand, products in
agriculture and nondurable manufacturing have higher frequencies of price change.

We analyze the implications of shifts in the industrial composition and the consequent de-
cline of the distribution of the frequency of price change for the slope of the Phillips curve
by building a calibrated multisector menu cost model The model is a version of Nakamura

and Steinsson, (2010). It is a general-equilibrium model with a simple representative house-

In fact, we can use our algorithm to produce annual distributions for any statistic that is available at
the level of the products that are included in our mapping. Our results imply that the changes in industrial
composition cause products to exhibit price changes less frequently because the firms that comprise a larger
share of the economy make fewer negative price changes rather than changing their prices by more when they
do make a price change.

2An alternative is to use the multisector Calvo model. However, [Carvalho| (2006) shows that in a
multisector Calvo model, the aggregate rigidity is disproportionately driven by the sector with the lowest
frequency of price adjustment.
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hold, firms in multiple industries that set prices subject to industry-specific menu costs, and
a simple monetary authority that targets nominal aggregate demand. The model includes
aggregate demand shocks that allow us to study the behavior of the Phillips curve over
time as well as idiosyncratic shocks to the firms” productivity that allow us to match the
empirical price-setting decisions of firms in different industries. Given the presence of both
aggregate and idiosyncratic shocks, we solve the model using a version of the method in
Krusell and Smith| (1998). We calibrate the model to match the empirical distributions of
price-change statistics, namely the mean frequency of price change and the absolute size of
price changes. We use the calibrated model to simulate a Phillips curve for every year from
1947 through 2019 by changing the industrial composition of the model economy in line
with its changes in the data, all else being equal. We also use the model to assess how the
inflation response to demand shocks of varying sizes has changed as a result of the shifts in
the industrial composition and, finally, to analyze how persistent shocks affect the economy
when the Phillips curve is relatively flat.

Our third contribution is to demonstrate that the changes in industrial composition in the
United States can explain the flattening of the Phillips curve. Our model finds that shifts in
the industrial composition have reduced the slope of the Phillips curve from —0.26 in 1947
to —0.18 in 2019, which amounts to a 28.5 percent flattening of the slope from the beginning
to the end of that period. A direct implication of a flatter Phillips curve is that inflation
becomes less responsive to real changes in the economy. Therefore, a larger share of the
service industry could account for some of the missing deflation during the Great Recession
as well as the COVID-19 recession and missing inflation during the recovery from the Great
Recession.

We additionally show that despite a flatter Phillips curve, large or persistent demand shocks
still cause significant movements in inflation. As the economy recovered from the COVID-
19 pandemic, there was a steep rise in inflation—it was 6.8 percent in November 2021 and
accelerated for several months, reaching 8.5 percent in March 2022. These high rates of
inflation may at first seem inconsistent with the prediction of a flatter Phillips curve. How-
ever, our model finds that even in 2019, large positive demand shocks as well as persistent
positive demand shocks, both small and large, would have caused significant inflation. The
effect would not have been much smaller than what would have occurred in 1947, when the
Phillips curve relationship was strong. For example, small positive demand shocks hitting
the economy for six consecutive months would have resulted in 8.7 percent inflation in 2019
compared with 9.5 percent in 1947.

Our paper relates to several strands of the literature. First, we contribute to the literature
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studying the impact of heterogeneity in the frequency of price change across products on
monetary non-neutrality. Nakamura and Steinsson| (2008) explore in detail the degree of
heterogeneity across different products underlying the CPI and PPI in the United States.
They incorporate this heterogeneity into a multisector menu cost model in Nakamura and
Steinsson|(2010) and demonstrate that including heterogeneity in price setting across sectors
(aggregated products) boosts the degree of monetary non-neutrality by a factor of 3F](Car-
valho (2006)) considers the impact of heterogeneity in price stickiness in a multisector Calvo
model and finds it implies that the frequency of price change in a homogeneous economy
should be modeled as up to three times lower, although the effects in the multisector model
with strategic complementarities are disproportionately driven by the sector with the lowest
frequency of price adjustment. Our paper looks at how the distribution of the frequency of
price change across products has evolved over time due to changes in industrial composition
and what this evolution implies for the transmission of nominal demand shocks through the

economy.

Second, our paper contributes to the literature measuring the slope of the Phillips curve and
whether it has flattened. Blanchard, Cerutti, and Summers (2015) consider the evolution of
the Phillips curve by studying aggregate data across a wide range of countries and find a
decrease in its slope that predates the financial crisis. Blanchard| (2016) emphasizes this point
for the United States. Hazell et al.| (2020) explore the Phillips curve across US states and find
a small decrease in its slope since the 1980s. The broad consensus of these papers is that
there has been at least a small flattening of the Phillips curve and that this change started in
the 1980s, so it is not attributable uniquely to the Great Recession. Our paper complements
the results of these papers by providing an intuitive explanation for the long-term flattening
of the Phillips curve over the 1947-2019 period.

Third, our paper contributes to the literature exploring reasons for the decrease in the slope
of the Phillips curve for the United States. While some papers focus on explaining the
disconnect between inflation and unemployment around the Great Recession, others explore
structural reasons that can explain the decrease in the slope over a longer period involving
more than just the Great Recession. The explanations in the former set of papers include
mismeasurement of output gap (Crump et al., 2019), downward nominal wage rigidity
(Daly and Hobijn, 2014), cyclical job ladders (Moscarini and Postel-Vinay, 2018; |Daly and
Hobijn, 2014), and anchoring of inflation expectations (Bernanke et al., 2010; Jorgensen and
Lansing), 2019). The explanations in the latter set include increased globalization and global

competition, which may have made inflation less responsive to domestic demand (Borio

*Nakamura and Steinsson| (2010) also find that incorporating intermediate goods in firms’ production
function further boosts the degree of monetary non-neutrality by a factor of 3.
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and Filardo, 2007; lakova, 2007); changes in the the production networks in the United
States (Rubbo, 2020); changes in demographic trends (Mangiante, 2022); and changes in
consumption patterns (Kaihatsu, Katagiri, and Shiraki, [2022). See |Del Negro et al.| (2020)
for a comprehensive overview of this literature. Our contribution is to provide a simple
explanation for why there has been a long-term decrease in the slope of the Phillips curve,
namely the shifts in the industrial composition of the US economy. The main advantage of
our approach is that it can help to explain the changes in the slope over a longer period that
spans from the late 1940s to the present.

The remainder of this paper is organized as follows. We discuss our empirical strategy for
mapping industry shares to product shares in section 2} We present the empirical results on
how the distribution of the frequency of price change and other price-change statistics have
evolved due to shifts in the industrial composition in section |3, We discuss the multisector
menu cost model used to analyze the implications of changes in these distributions of price-
change statistics for the slope of the Phillips curve and associated inflation dynamics in
section[d] We present the model results in section 5| We conclude in Section [}

2 Empirical Strategy

Our aim is to identify how the distribution of the frequency of price change varies over time
as the industrial composition of firms within the economy changes. Products in different
industries have different frequencies of price change. To identify the impact of changes in
industrial composition on the distribution of the frequency of price change, we therefore
measure how changes in industrial composition have changed the shares of different prod-
ucts in the economy while holding constant the frequency of price change of each product.
Our approach allows us to sidestep the limited historical microdata available for product-
level prices and obtain estimates of the distribution of the frequency of price change for the
entire period for which we have industrial-composition dataﬂ We use the same approach
to compute the impact of industrial composition on the distributions of other price-setting-
related statistics such as the absolute size of price changes and the probability of positive

price changes.

We have annual industrial composition data from 1947 through 2019 for a wide array of

“There are two main limitations of historical microdata on prices at the product level. One, the U.S. Bureau
of Labor Statistics (BLS) has limited data on product pricing; the data don’t begin until the late 1970s. Two,
there were frequent reclassifications of products underlying the CPI including in both 1987 and 1998, which
makes it difficult to compare products over time (Nakamura et al.,2018). We are unaware of other data sets
that would offer better coverage.
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industries. These data come from two sources—the BEA and World KLEMS—both of which
cover the annual share of industries in the economy over timef| The BEA data cover the
entire period of interest, but before 1962 the shares are available for only less disaggregated
industries. The World KLEMS data are available for a more disaggregated set of industries
before 1962 but cover only through 2014. Fortunately, the industries in the BEA and World
KLEMS data line up, so merging these data sets adds data points without imposing costs.
With this approach, we are able to obtain shares for 65 industries for each year from 1947
through 2019.

We obtain the data on the average frequency of price change, the absolute size of price
changes, and the probability of positive price change of products from Nakamura and Steins-
son! (2008). The data give the price-change statistics for both CPI and PPI products through-
out the 1998-2005 period f| There are 272 CPI products covering goods sold to consumers.
We first consider only the price-change statistics excluding sales, which is in line with Naka-
mura and Steinsson| (2008), though our results still hold if we include sales in the price-
change statistics. The data include CPI weights attributing the weight given to a product
within the CPI in the years 1998 through 2005. There are also 348 PPI products covering
goods sold to producers. These do not include weights and contain only one measure of
the frequency of price change without sales because sales are less common with the PPI
products.

To compute the distribution of these price-change statistics over time, we need to translate
the industry shares of the economy in any given year into the CPI/PPI product shares. We
are not aware of a standardized method for doing this, so we devised our own. First, we
created a mapping from CPI/PPI products to 2017 six-digit NAICS industries. For each
product, we chose the NAICS industry that corresponds closest to it. We chose multiple
NAICS industries for a single product if we felt that these industries would reasonably
sell the product, though selecting only one industry for each product does not materially
change the results. Fortunately, many products, particularly in the PPI, correspond closely
to six-digit NAICS industries. We were able to map 613 CPI/PPI products to 51 industries/]

Second, we aggregated the six-digit industries up to the level of the industries for which

>The BEA data are available on the BEA website. Note that the 1947-1997 data are in separate historical
tables that can easily be merged with the newer, post-1997 data. The World KLEMS data are available athttp:
//www.worldklems.net/data.htm We used the March 2017 release of World KLEMS. We obtained value-
added GDP numbers, which is the standard way of measuring industry size, for each industry by subtracting
the intermediate goods used from the gross output in each industry.

®The data are taken from Tables 19 and 23 of the supplementary materials.

"The products that do not correspond to any industry are “general purpose and auto,
dues,” “fees for lessons or instructions,” “state vehicle registration,” “local automobile registration,
finishing of textiles,” and “personal aid equipment.”

I

club membership
” “other
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we have historical industry-share data | Third, we applied a simple algorithm to determine
the share of the economy assigned to a given CPI/PPI product in each year. To aid with
exposition of the algorithm, please allow us to introduce some notation. ¢ denotes CPI/PPI
products; there are I products in total. j denotes an industry; there are .J industries in total.
w; is the weight of CPI/PPI product i. We set the weight of each CPI product equal to the
weight given in Nakamura and Steinsson| (2008). We set the weight of each PPI product
equal to 1 divided by the number of PPI products, since there are no available weights for
the PPIﬂ v, is industry j’s share of the economy at time ¢. Given that we have industry

shares for the whole economy, E‘]

i=1 Vit = 1. A; is the frequency of price change of product i.

The algorithm then proceeds as follows:

1. Construct a; ; such that a; ; is 1 if product 7 is sold in industry j and 0 otherwise. Drop
any product i that we cannot assign to an industry; that is, a product i s.t. a;; = 0Vj.
This is necessary, otherwise we would divide by 0 in step 2. We also need to drop the
corresponding i in w;, A;. Drop any industry j that has no products assigned to it; that
is, an industry j s.t. a;; = 0Vi. This is necessary, otherwise we would divide by 0 in
step 3. We also need to drop the corresponding j in v;.

2. The raw weight of product i sold in industry j is: b; ; = % Note that Z}]:1 bij =1;
that is, the sum of the raw weights of product i sold in all industries equals 1. The idea
here is that if product i1 is sold in two industries j1, 72, while product 2 is sold in one
industry j2, then we will give a lower raw weight to product i1 in industry ;2.

3. The proportion of industry j sold by product i is: ¢; ; = % Note that X7, ¢;; =
1; that is, the sum of the proportions of industry j sold across all products sums to
1. The idea here is that if an industry sells multiple products, the relative weight
of product ¢ in industry j is determined by the combination of the raw weights we
computed in step 2, which were based on how many industries product i is sold in,
and the weight of product i in the CPI/PPL

8The industries that do not correspond to a CPI/PPI product are “forestry, fishing, and related activities,”
“support activities for mining,” “pipeline transportation,” “warehousing and storage,” “securities, commodity
contracts, and investments,” “funds, trusts, and other financial vehicles,” “real estate,” “computer systems
design and related services,” “management of companies and enterprises,” “amusements, gambling, and
recreation industries,” “federal general government,” “federal government enterprises,” “state general gov-
ernment,” “state government enterprises.” The common feature among these industries is that measuring
prices for them is difficult.

°It is not ideal to compare weights in the CPI with those in the PPI. However, there are only two industries
(utilities and publishing) that are associated with both CPI and PPI products, so we do not consider this to be
a major concern. We also consider two robustness tests—dropping all weights from the analysis or using CPI
and PPI products one at a time—and our results remain effectively unchanged.
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4. The share of the economy attributed to industry j selling product ¢ at time ¢ is: d; ;; =
¢ ;jvit. Note that ijl S' di;; = 1. The idea here is that if we know that the
proportion of industry j sold by product i is ¢; ; and the proportion of the economy
at time ¢ attributed to industry j is v, then the proportion of the economy attributed
to industry j selling product 7 is found simply by multiplying these together.

5. The share of the economy assigned to product ¢ with price rigidity \; at time ¢ is given
by e;; = 23'121 d; ;.- The idea here is that to determine the proportion of the economy
selling product i and therefore having frequency of price change \;, we can simply sum
up the shares of product ¢ in each industry at time ¢ to determine the share of product
i for the whole economy.

The algorithm outputs e;;, which is the share of the economy assigned to CPI/PPI product
i at time ¢. We can combine this share measure with any statistic available at the level of the
products to determine the economy-wide distribution of that statistic at time ¢.

For all of the empirical results in section[8|we consider how the percentiles of the distribution
of different statistics associated with firms” price-setting behavior have changed over time.
To do this, we sort the CPI/PPI products by the statistic of interest. We then compute the
cumulative distribution across this statistic of interest. To compute how the 25th percentile
of the distribution of the statistic of interest evolves, we can then simply follow how the 25th
percentile of this cumulative distribution changes throughout the years for which we have

computed the distribution.

The most important statistic of interest is the frequency of price change. To enable easier
analysis, we sometimes aggregate the distribution of the frequency of price change across
products to the industry level. We do this because our algorithm yields a distribution across
613 products over time, which can be difficult to analyze and assess trends. Therefore,
we aggregate the distribution up to the level of the industry, of which there are 51. We
set the frequency of price change for an industry to be the median of the frequency of
price change of products in that industry weighted by the relative share of the products
in the industry. The full list of industries; their corresponding price-change frequencies;
their shares of the economy in 1947, 1983, and 2019; and the products that make up these
industries are given in Table[15| The table is ordered by the frequency of price change of the
industries["| This approximate distribution of the frequency of price change across the 51

19We choose to present the results for these three years because they correspond to the start of our sample,
middle of our sample, and end of our sample, respectively. The corresponding analysis in section [ will focus
on these three years as well.
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industries is a reasonable approximation of the distribution across the 613 products[T]

We consider a further aggregation to 12 aggregate industries to enable easier identification
of potential trends. The mapping between the 12 aggregate industries and the 51 industries
is given in Table |16, The aggregation is performed by aggregating similar NAICS industries,
and it results in aggregated groups that are nearly the same as those considered by the BEA.
We set the frequency of price change for an aggregate industry to be the median of the
frequency of price change of products in that aggregate industry weighted by the relative
share of the products in the aggregate industry in 1983/ The annual economic shares
of these 12 aggregate industries are computed by summing the shares of their respective
industries in each year. This approximate distribution is a fairly imprecise approximation of

the distribution across the 613 products but does enable easier interpretation of trends/"|

3 Empirical Results on Industrial Composition and Price

Rigidity

We start by presenting the results for the distribution of our statistic of primary interest: the
frequency of price change. Table(l|and Figure|l|show how changes in industrial composition
from 1947 through 2019 affected the distribution of the frequency of price change. The
frequency of price change is measured as the probability each month that a price is changed.
We find that the median monthly frequency with which a firm changes its price fell from
9.2 percent in 1947 to 6.9 percent in 2019. Other percentiles show similar falls. The 25th
percentile drops from 4.9 percent to 4.0 percent . The 75th percentile drops from 26.9 percent
to 12.4 percent . The 90th percentile drops from 87.6 percent to 41.7 percent . The exception is
the 10th percentile, for which the frequency of price change remains the same. The decreases
occur throughout the 1947-2019 period. These results show that there has been a broad
decline in the aggregate frequency of price change due to changes in industry composition
from 1947 through 2019.

'The relative shares of product i in industry j are determined in step 3 of the algorithm and do not vary over
time. Therefore, the only approximation we use is a common frequency of price change for all the products in
a single industry, which is not likely to induce large changes in the distribution.

2The reason we need to compute the median using weights from a particular year is that the share of
a product 7 in an aggregate industry varies over time with the shares of the industries that comprise that
aggregate industry.

13There are two approximations here. First, we use one frequency of price change to capture the frequency of
price change of all products in the aggregate industry. Second, we do not allow the distribution of products in
different industries to vary over time, even though the economic shares of those industries within the aggregate
industry may differ from their shares in 1983.
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Table 1: Evolution of the Distribution of the Frequency of Price Change: 1947-2019

Year 10% 25% 50% 75% 90%
1947 33 49 92 269 876
1957 33 46 89 251 617
1967 33 43 83 250 484
1977 34 43 82 250 487
1987 34 42 80 222 424
1997 34 42 78 168 419
2007 34 43 78 149 419
2017 34 42 69 124 417
2019 33 40 69 124 417

The table shows percentiles of the distribution of the frequency of price change from 1947 through 2019
computed using our standard method. The frequency of price change is the probability (in percentage terms)
with which firms change their prices each month. So the 50th percentile here shows the probability with which
the median firm in the distribution of the frequency of price change changes its price each month in different
years. Sources: BEA, BLS, World KLEMS.

Figure 1: Evolution of the Distribution of the Frequency of Price Change: 1947-2019

=] (=]
L L
~ o] w
o o o
L L L

~
L

(=2}

o
L

B’
o o
L L

w
L
w
o
L

Frequency of Price Change (%)
[+)]
Frequency of Price Change (%)

S
L
N
o
L

NN

[
(=)
.

1950 1960 1970 1980 1990 2000 2010 2020 1950 1960 1970 1980 1990 2000 2010 2020
Year Year
— 10% 5% — 50% | — 75% 90% |
(a) For Low Percentiles (b) For High Percentiles

The figure shows percentiles of the distribution of the frequency of price change from 1947 through 2019
computed using our standard method. The frequency of price change is the probability (in percentage terms)
with which firms change their prices each month. So the 50th percentile here shows the probability with which
the median firm in the distribution of the frequency of price change changes its price every month in each year
of our sample. Sources: BEA, BLS, World KLEMS.

Next, we consider which industries are driving the changes in the distribution of the fre-

quency of price change. Figure 2| shows the share of 12 aggregate industries in the economy

from 1947 through 2019 ordered from the lowest to the highest frequency of price change;

that is, the aggregate industry with the lowest frequency of price change (finance/insurance)

is at the bottom of the graph. The 1983-weighted median frequencies of price change of the
11



aggregate industries are displayed in the legend in brackets; for example the frequency of
price change of the aggregate industry finance/insurance is 3.5 percent . This is an aggrega-
tion from our distribution over 613 products to 12 aggregate industries, so it is quite approx-
imate, but it does offer valuable insights. The finance/insurance, legal/scientific/technical,
and education/health industries have grown significantly over time, and all of these indus-
tries have relatively low frequencies of price change. On the flip side, durable manufac-
turing, nondurable manufacturing, and agriculture/mining/utilities all have diminished in
size significantly. Durable manufacturing has a relatively low frequency of price change, but
the other two aggregate industries have higher frequencies of price change. This suggests
that the shift from primary and secondary industries toward tertiary industries has led to an

overall reduction in the frequency of price changeﬁ

We also consider a more disaggregated distribution across the 51 industries. The purpose
here is to examine more closely what the distribution across industries looks like, since
Figure 2| requires a large degree of approximation of the product-level distribution to draw
clean conclusions. Figure (3| shows the shares of each of the 51 industries in the economy
from 1947 through 2019 ordered from the lowest to the highest frequency of price change;
that is, the industry with the lowest frequency of price change is at the bottom of the graph.
We label the large industries and color-code the industries by their aggregate industry (in
the 12-industry classification). The industries associated with products that have a low
frequency of price change grew in relative importance in the economy throughout the 1947-
2019 period. These include legal services, ambulatory health care (walk-in visits for health
care), and banking. Industries with high frequencies of price change whose shares of the

economy fell substantially over the 1947-2019 period include farms and food and beverage.

To further verify these conclusions, Table [2| and Table {3 report the five industries with the
largest increase and the five with the largest decrease in their shares of the economy from
1947 to 2019, respectively. All five of the industries that increased in size the most are
tertiary industries. “Miscellaneous professional scientific and technical services” includes
personal accounting and veterinary services. “Ambulatory health services” means health
services for walk-in patients (not just emergency room services). “Other support services”
includes household cleaning/gardening and automobile services. The banking category

includes standard personal banking. Three of the five industries whose shares of the econ-

4While we take the frequencies of price change of products as given, a separate literature analyzes the
reasons for a lower frequency of price change of products in the service sector. The studies provide two main
explanations. One, wages make up a greater proportion of input costs in the service sector compared with the
manufacturing sector, which combined with wage rigidity, means prices are more stable (Bobeica, Ciccarelli,
and Vansteenkiste| 2019). Two, there is less competition in the service sector (markups are higher, on average)
than in the manufacturing sector, which allows service sector firms to make less frequent price adjustments
(McAdam et al.,[2019).
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Figure 2: Aggregate Industries” Shares of the Economy Ordered by Frequency of Price
Change
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The figure shows aggregate industries’ shares of the economy over time. The x-axis represents the year, and
the y-axis represents the aggregate industries’ shares of the economy. The industries are sorted from the lowest
(1983-weighted) median frequency of price change to the highest. The aggregate industry at the bottom of the
graph is finance/insurance, with a median frequency of price change of 3.5 percent . The finance/insurance
industry’s share of the economy is displayed in red (at the bottom of the graph) and grows over time. The
aggregate industry at the top of the graph is agriculture/mining/utilities, with a median frequency of price
change of 72.4 percent . Its share of the economy is displayed in gray and shrinks over time. Other aggregate

industries may be interpreted in a similar manner. Sources: BEA, BLS, World KLEMS.
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Figure 3: Industries” Shares of the Economy Ordered by Frequency of Price Change
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The figure shows industries’” shares of the economy over time. The x-axis represents the year and the y-
axis represents the aggregate industries’ shares of the economy. The industries are sorted from the lowest
median frequency of price change to the highest. So the first (starting from the bottom) industry in the graph
is legal/scientific/technical, which is actually legal services and has a (1983-weighted) median frequency of
price change of 1.6 percent . The color of an industry represents its aggregate industry in the 12-industry
classification. Sources: BEA, BLS, World KLEMS.
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omy decreased the most are primary or secondary industrieg™|and the other two categories
relate to the sale and transportation of these goods. In particular, there was a very large fall
in agriculture. All of the five industries whose shares of the economy increased the most
show substantially lower frequencies of price change compared with the five industries that

decreased in size the most.

Table 2: Industries with the Top 5 Largest Increases in Shares of the Economy: 1947 to 2019

Industry Name Freq. 1947 1983 2019
Miscellaneous professional scientific and technical ser- 82 1.1 35 6.7
vices

Ambulatory health care services 34 10 30 53
Hospitals Nursing and residential care facilities 63 09 31 46
Administrative and support services 43 05 18 41

Federal Reserve banks credit intermediation and re- 3.5 1.7 3.9 4.8
lated activities

The table reports the five industries whose shares in the economy increased the most from 1947 to 2019
(measured in absolute terms). The columns represent the industry name, the median frequency of price change
of the industry, the share in 1947, the share in 1983, and the share in 2019. Sources: BEA, BLS, World KLEMS.

Table 3: Industries with the Top 5 Largest Decreases in Shares of the Economy: 1947 to 2019

Industry Name Freq. 1947 1983 2019
Farms 948 100 17 09
Retail Trade 107 122 99 79
Food and beverage and tobacco products 222 58 31 18
Rail transportation 241 40 08 03
Primary metals 348 28 12 04

The table reports the five industries whose shares in the economy fell the most from 1947 to 2019 (measured
in absolute terms). The columns represent the industry name, the median frequency of price change of the
industry, the share in 1947, the share in 1983, and the share in 2019. Sources: BEA, BLS, World KLEMS.

In Table ] we show that our results are robust to other specifications. The first row in
the table (A) presents the median frequency of price change in 1947, 1983, and 2019 using
our standard method. In the standard method, we follow Nakamura and Steinsson| (2008)
by considering the frequency of price change for CPI products excluding sales. Our first
alternative method considers the frequency of price change including sales. These results
are presented in row B of Table |4, We see that in each year considered the frequencies in
row B are higher than the frequencies in row A. This is unsurprising since including sales

mechanically implies that firms are changing their prices more often. However, even when

The category “Food and beverage and tobacco products” relates to the manufacture of these goods.
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including sales, we continue to observe a clear decline in the median frequency of price
change from 1947 to 2019. In our algorithm, we allow for the use of the same product
in multiple industries. In row C, we consider the case where each product can be used
only in the industry we marked as the most relevant. Only 13 of the 613 products straddle
multiple industries, so this change has very little effect on our results; it does not change
the median for 1947, 1983, or 2019 relative to the results from our standard method. The
CPI data provide the expenditure weights for each product. We use these weights when
determining how much a product is weighted within an industry because we believe that
it gives a more accurate sense of the importance of the product in the economy and the
consequent distribution of the frequency of price change. In row D, we consider the case
where we weight all products equally. The results remain essentially unchanged. In our
algorithm, there were some industries that we could map to only a limited number of
products, thereby giving these products a relatively large role in driving our results. There-
fore, we also construct our distribution by dropping products that made up more than 1
percent of the share of the economy in 1983. Through this process, we drop 20 products
that collectively accounted for 41 percent of the economy in 1983. Despite dropping these
products from our analysis, we still see in row E a clear (slightly stronger than under the
standard method) decline in the median frequency of price change from 1947 to 2019. As we
discussed earlier, an alternative method to obtain the distribution of the frequency of price
change is to first estimate the frequency of price change for an industry by taking the median
frequency of price change of products in that industry, and then to compute the distribution
of the frequency of price change across industries rather than products. We consider this
alternative in row F and again find a decline in the frequency of price change. In rows G
and H, we consider restricting products to only products in the CPI and only products in
the PPI, respectively. We still find a similar decline in the median frequency of price change
over time. Appendix |A| demonstrates that there are similar declines in the frequency of
price change for other percentiles of the distribution as well under all of these alternative
specifications.
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Table 4: Robustness Checks with Alternative Specifications

Method 1947 Median 1983 Median 2019 Median
A. Main 9.2 8.2 6.9
B. Any price change 11.5 8.7 7.8
C. One Klems 9.2 8.2 6.9
D. Same weight 9.1 8.0 7.2
E. No large products 9.4 7.8 6.9
F. Aggregate by Industry 10.7 8.4 8.2
G. CPI Only 9.2 8.2 6.9
H. PPI Only 9.7 7.4 7.2

This table presents the median frequency of price change in 1947, 1983, and 2019. The eight specifications used
to compute the median frequency of price change are A, the standard method; B, measuring the frequency
of price change including sales (which implies the frequencies will generally be higher); C, mapping each
product to only one industry in our algorithm; D, applying the same weight to all products in each industry;
E, excluding products with a weight of more than 1 percent in 1983; F, aggregating the products up to the level
of the 51 industries; G, considering only CPI products; and H, considering only PPI products. The frequency
of price change is measured as the probability that a firm changes its price in a given month. Sources: BEA,
BLS, World KLEMS.

We also look at how industrial composition over the 1947-2019 period affected the distribu-
tion of other price-setting statistics. For the frequency of price change to fall conditional on
inflation remaining the same, the probability of a positive price change must rise or firms
must raise their prices by more[l¥| In Figure 4| and Figure [§, we consider how changes in
industrial composition affected the distribution of the absolute size of price changes and the
probability of a price change being positive, respectively[”| We find no obvious pattern to the
manner in which the size of absolute price changes moved during the period [f| The median
and the 75th percentile sizes fall slightly, while the 90th percentile rises. On the other hand,
there appears to be a clear increase in the distribution of the probability with which a price
change is positive. There is an increase in this statistic in every percentile of its distribution.
These results suggest that changes in industrial composition have shifted the distribution of
the economy toward firms that make less frequent price changes because they make fewer
price cuts rather than because they make larger price changes when they change their prices.

1®Note that inflation is held constant in our algorithm since the only element that we are changing is
industrial composition. The frequency of price change is still measured under the same degree of aggregate
inflation.

7See Table|7|and Table|8| which display these results in tabular form.

8This finding is consistent with that of Nakamura et al. (2018), who find no systematic decline across
various quintiles of the absolute size of price changes even when analyzing the issue using the time series of
microdata underlying CPI products over the 1975-2015 period.
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Figure 4: Evolution of the Distribution of Size of Absolute Price Change: 1947-2019
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The figure shows percentiles of the size of the absolute price change distribution from 1947 through 2019
computed using our standard method. The size of the absolute price changes is the absolute size of log changes
in consumer prices conditional on a change occurring. Sources: BEA, BLS, World KLEMS.

Figure 5: Evolution of the Distribution of Probability of Positive Price Change: 1947-2019
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The figure shows percentiles of the distribution of the probability of a positive price change for 1947 through
2019 computed using our standard method. The probability of a positive price change is the fraction of price
changes that are positive. Sources: BEA, BLS, World KLEMS.

4 Multisector Menu Cost Model

Our next aim is to understand how changes in the distributions of the price-change statistics
arising due to shifts in the industrial composition of the US economy over the 1947-2019
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period have altered the transmission of nominal demand shocks through the economy. We
are particularly interested in evaluating the impact on the slope of the Phillips curve. We
also explore the impact on inflation dynamics more generally and analyze whether high
inflation is possible in the face of large or persistent demand shocks despite a flatter Phillips

curve.

Our empirical results showed that the aggregate price stickiness in the United States has
increased due to shifts in industrial composition. However, there is no model-free way
to assess the impact of this increase on the transmission of nominal shocks through the
economy and, consequently, on the slope of the Phillips curve. Therefore, we now turn to a
general equilibrium multisector menu cost model. We use a menu cost model rather than a
Calvo (1983) model of nominal rigidity mainly because, as shown by Carvalho| (2006), in a
multisector Calvo model the aggregate price stickiness is disproportionately driven by the
sector with the lowest frequency of price change. This is because, even under high inflation,
many firms in the sector with the lowest frequency of price change will not change their
price for a long time while they wait to be hit by the Calvo fairy. Menu cost models do not
have this problem, because firms optimally choose to pay a menu cost to change their price

when they move too far from their desired price.

We construct a version of a multisector menu cost model in Nakamura and Steinsson|(2010).
The model includes three types of agents: a representative household, monopolistic firms
operating across multiple sectors of production, and a central monetary authority. The
model features both firm-specific idiosyncratic productivity shocks that are drawn from a
sector-specific distribution and aggregate nominal demand shocks. The idiosyncratic pro-
ductivity shocks are necessary to realistically model firm pricing decisions that differ within
each sector, while the aggregate shocks are necessary to investigate the dynamics of the
macroeconomic aggregates such as aggregate consumption and aggregate inflation and,

particularly, the slope of the Phillips curve.

Household A representative household maximizes expected discounted utility over an

infinite horizon:
= 1 1— w
By f|——C) - ——L{Y 1
thoﬁ |:1_/Y t+1 ¢+1 t+7 | ()

where E; denotes the mathematical expectation conditional on information available in
period t, § € (0,1) is the discount factor, L, denotes the hours worked in period ¢, 7 is

the coefficient of relative risk aversion, w and ¢ are the level and convexity parameters for
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labor disutility. C} is a Dixit-Stiglitz aggregate of consumption in period ¢ given by:

C, = [/01 ct(z)f’?dz]egl, )

where ¢;(z) denotes the household consumption of good z at time ¢, and 6 > 1 is the elasticity
of substitution between the differentiated goods.

Expenditure minimization by the household implies that the demand for differentiated good

z in period ¢ is given by:

a) = (M) ®
P, ’
where p,(z) is the price of differentiated good z in period t,and P, is the aggregate price level
in period t, given by:
1 =
P, = {/ pt(z)l_gdz] : 4)
0

The budget constraint of the household is given by:

1
PtCt + Et[Dt,t+1Bt+1] S Bt -+ WtLt -+ / Ht(Z)dZ, (5)
0

where B, is a random variable that denotes the state-contingent payoffs of the portfolio
of financial assets purchased by the households in period ¢ and sold in period ¢ + 1, D, ;41
denotes the stochastic discount factor that prices these payoffs in period ¢, W, is the wage
rate at time ¢, and II;(2) denotes the profits of firm z in period t.

The first-order conditions of the household’s utility maximization subject to their budget
constraint are:

e\ P

_ qT—t [ T It
D=0 () ©
% —WLiCy, )

where equation 6] is the standard intertemporal Euler equation linking asset prices to the
path of consumption, and equation [/]is the optimal labor supply condition.

Firms The economy is divided into J sectors. In each sector, there is a continuum of firms

indexed by z. Each firm produces a differentiated good using intermediate products as well
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as labor. We follow Nakamura and Steinsson| (2010) in incorporating intermediate products,
but excluding them by setting s,, = 0 does not alter our results. The firm’s production
function is of the form:

yi(2) = Au(2) Le(2) > My(2)"™, (8)

where L;(z) denotes the labor hours employed by firm z in period ¢, M;(z) is a composite
of intermediate inputs used by firm z in period ¢, and A,(z) denotes firm z’s productivity in
period ¢. The composite of intermediate inputs is given by:

e = | [ e 7] ©)

where m(z, 2’) denotes the quantity of firm 2”’s output used as an input by firm z.
Cost minimization by the firm implies that the demand for intermediate good 2’ by firm z in
period t is given by:

ma(z,2') = My(2) (f%f)) ’ (10)

Adding consumer demand in equation 3| to intermediate demand in equation [10] yields the

total demand for firm 2’s output as a function of its relative price, given by:

() =, (pﬁ))_e, (1)

where V; = C; + [\ My(2)dz.

Finally, we assume that the firm’s idiosyncratic productivity follows an AR(1) process in
logs:
log A(z) = plog Ai—1(2) + &(2), (12)

where ¢, ~ N (0,02 ) are independent, and the variance of the firm'’s idiosyncratic shocks is

LAY

sector-specific.

Each firm »z maximizes the expected discounted value of its lifetime profit stream, given by:

E, Z Dy 7 (2), (13)

=0

subject to its production function in equation [8and demand for its product in equation
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Firm 2’s profits in period ¢ are given by:
I (2) = pe(2)ye(2) = WiLe(z) — PMy(2) — x;Wili(z) — RU, (14)

where [;(z) is an indicator variable equal to 1 if the firm changes its price in period ¢ and 0
otherwise. We introduce nominal rigidity into the model in the form of a menu cost x; by
assuming that a firm in sector j needs to hire an additional x; units of labor if it wants to
change its price. U is a fixed cost of production in terms of the real output—it does not affect
the firm’s optimal decision but is needed to reconcile the large estimated markups with the

small profits observed in the national accounts data.

The presence of nominal rigidity makes the firm’s optimization problem dynamic. We can
write it in a recursive form ad"t

pe-1(2) S\ _ R R Pe(2) S
14 (At(z), j2) ’Pt) = gtlg})({nt (2) + Bt | Dy V | Aesa(2), Py P : (15)

Monetary Authority We assume that the monetary authority targets a path for the nominal
aggregate demand, S, = P,C}. Specifically, the log of the nominal aggregate demand follows
a random walk with drift:

log St = pu +log Sp—1 + e, (16)

where 4 represents trend inflation, and 7, ~ N (0, 07) are independent.

Equilibrium The general equilibrium of the model consists of a sequence of stochastic
price and quantity variables that satisfy the household’s utility maximization problem, firms’
profit maximization problems, and market clearing conditions, and are consistent with the

given evolution of exogenous variables.

Solving for the equilibrium is an intractable problem as the state space of the firm’s problem
includes the aggregate price level F,, which is an infinite dimensional endogenous state as
per equation[d] To make the model tractable, we follow Nakamura and Steinsson| (2010) and
assume that the firm’s perceived evolution of the aggregate price level depends only on the
nominal aggregate demand deflated by the preceding period’s aggregate price level:

b, ( S )
=TI . 17
Py Py 17

9See appendix|C|for details.
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This assumption makes the model tractable, as P,_;, though endogenous, is in the firm’s
information set at time ¢, and S; follows an exogenous process. The general equilibrium
solution is then obtained using value function iteration on a discretized state space. We refer
the reader interested in the details of the solution to the online appendix of Nakamura and
Steinsson| (2010).

4.1 Calibration

Our goal is to calibrate the model to match the empirical distribution of price-change statis-
tics across products. Our empirical distribution of price-change statistics is over 613 CPI/PPI
products. To reduce the computational time needed for our analysis, we aggregate our
distribution over 613 products to 14 sectors. We do this by separating the products into
14 different sectors ranked by their frequencies of price change; that is, each group contains
products that have similar frequencies of price change| We then compute the sector-level
frequency of price change and absolute size of price changes by taking the weighted mean
of the corresponding statistics for products within each of the 14 sector using the weights for
the products from their distribution in 1983, which is the mid-point of our sample period 7]
We then translate the distribution of products in the economy to the distribution of sectors.
We compute the weight for each sector by simply summing up the share of the economy
assigned to each product that is included in that sector. We do this for every year from 1947
through 2019 to obtain a distribution of sectors across the years. See appendix [D] for more

details about how the distribution of sectors changed over our sample period.

When calibrating the model to match the distribution of price-change statistics across the
sectors in 1983, we estimate only the parameters pertaining to nominal rigidity (menu costs)
and firms’ idiosyncratic productivity, that is, x; and o, ;. We calibrate the remaining param-
eters prior to the estimation, based on Nakamura and Steinsson (2010). On the household

side, we assume log utility of consumption (y = 1), linear disutility of labor (¢» = 0), and

2These groups are not identical in size because sometimes many products have the same median frequency
of price change and we ensure that all products with the same frequency of price change are in the same sector.

2l An alternative aggregation would have involved grouping products into similar industries or aggregate
industries. The reason we do not aggregate to a 51-industry menu cost model as in figure[3]is that the industries
associated only with PPI products do not have a corresponding statistic for the absolute size of price changes,
which is one of the two moments that we target for each sector in our calibration. The reason we do not
consider a menu cost model with our 12 aggregated industries as in figure [2|is because such an aggregation
fixed the frequency of price change for the aggregate industry, even though we know that the relative share
of different products within an aggregate industry may change over time, which could alter the frequency
of price change. We largely avoid this problem by instead aggregating products by their frequency of price
change, so that changes in the weights of different industries have little impact on the mean frequency of price
change at the sectoral level.
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a monthly discount factor 3 = 0.96'/!2. We set w so that the labor supply in the flexible-
price steady state is 1/3 and set § = 4. In the nominal aggregate demand process, we set
i = 0.0028 and o,, = 0.0065. In the firm’s productivity process, we set p = 0.7.

We estimate the sector-specific menu costs () and standard deviation of firms’ idiosyncratic
productivity shocks (o, ;) to match the mean frequency of price change and absolute size of
price changes for all 14 sectors. Our estimation uses a simulated method of moments (SMM)
based on minimizing the sum of squared deviations between the sectoral data moments and
their model counterparts. The SMM estimates depend on the distribution of sectors or the

sector weights that we input into the model, which we set to its 1983 value.

Since we need to estimate a large number of parameters (14 x 2) in general equilibrium,
and numerical computation of the I' function (that pins down the perceived inflation) is
time-consuming, we speed up the estimation by proceeding in two steps. First, we guess a
function I" and estimate the menu cost and standard deviation parameters holding I fixed.
At the end of the first step, we have “naive” estimates of menu costs and standard deviations
of the firms’ idiosyncratic productivity shocks for all 14 sectors. Second, we solve the general
equilibrium of the full multisector menu cost model using the naive parameter estimates
obtained in the first step. At the end of the second step, we have the model-consistent I as
well as correct model moments based on the naive parameter estimates. We check to see if
the model moments are close enough to the data moments. If they are, we have successfully
estimated our parameters of interest. If they are not, we update our guessed I' to be equal to
the model-consistent I and redo steps 1 and 2. We repeat this process until convergence”

Table |5 provides a summary of our estimation exercise. For each sector it shows the two
target moments, the sector’s weight in the economy in 1983, and the SMM-estimated menu
cost and standard deviation of the idiosyncratic productivity shocks for its firms. While
there is no one-to-one mapping between the frequency of price change and the menu cost
parameter (x;) across the sectors, there is an overall negative correlation between the two, as,

all else being equal, a higher menu cost implies that firms change their prices less frequently.

Our calibrated model reasonably matches moments that we did not target in 1983 as well
as across other years, which supports its validity. Table [f| summarizes the performance

of the model with respect to two moments—mean and median—for three different price-

22To obtain good initial values for the fminsearch in MATLAB, we start by estimating the model on a sector-
by-sector basis, that is, by estimating 14 different one-sector models, thereby estimating only two parameters
at a time to match the two data moments of the sector in question. We use the results of this estimation as
initial values in the next part, where we add one additional sector to the model in each run. That is, we first
estimate a one-sector model, then a two-sector model, then a three-sector model, and so on, until we get to a
14-sector model. The sector weights are set equal to their respective weights in the data in 1983 in each of these
runs, with the total weight of all the sectors normalized to 1.
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Table 5: Calibration

Sector #  Target Moments: Price change = Estimated Parameters Weight (%)

Frequency (%) Absolute Size (%) Xj O (1983)
1 2.34 13.59 0.0057 0.0685 7.93
2 3.34 14.16 0.0074 0.0824 3.72
3 3.64 17.54 0.0043 0.0877 11.24
4 4.39 9.94 0.0013 0.0471 6.03
5 5.34 8.54 0.0008 0.0403 6.74
6 6.15 10.92 0.0011 0.0531 7.27
7 7.59 6.44 0.0004 0.0306 8.97
8 8.99 9.31 0.0005 0.0377 9.64
9 10.11 8.38 0.0005 0.0396 3.02
10 13.25 6.75 0.0001 0.0242 7.15
11 22.34 13.93 0.0000 0.0195 3.18
12 30.23 8.71 0.0004 0.0712 11.60
13 49.61 7.78 0.0002 0.0857 6.16
14 92.95 5.31 0.0000 0.0513 7.30

The table summarizes, for each sector (numbered in column 1), target moments from the 1983-weighted price-
change distribution of the 14-sector aggregation in columns 2 and 3. Columns 4 and 5 contain the estimated
parameters—menu costs and standard deviation of the firms’ idiosyncratic productivity shocks—for all 14
sectors. The last column provides the sector weights used in the estimation. Source: Authors’ calculations.
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change statistics in 1947, 1983, and 2019. Our estimation attempts to match the sectoral
means for the frequency of price change and the absolute size of price changes in 1983 to
their data values. One test of the validity of our model is to compare the mean frequency
of price change and mean absolute size of price changes in our model in years other than
1983 with their corresponding values obtained in our empirical analysis. This is because
the only element of the model that we change when considering alternative years are the
weights of the sectors. As shown in Panel A of table[6] the mean frequency of price change
is 24.24 percent , 18.67 percent , and 15.11 percent in 1947, 1983, and 2019, respectively,
in the data, and 24.03 percent , 18.57 percent , and 14.97 percent in 1947, 1983, and 2019,
respectively, in the model. We obtain a similarly good match for the absolute size of price
changes: 10.7 percent, 10.01 percent , and 10.29 percent in 1947, 1983, and 2019, respectively,
in the data, and 9.39 percent , 10.09 percent , and 10.33 percent in 1947, 1983, and 2019,
respectively, in the model. Another test is to compare the mean of an untargeted statistic,
such as the probability of positive price change, from our model with the mean from the
data. We again find reasonably close numbers: 70.21 percent , 71.92 percent , and 74.85
percent in 1947, 1983, and 2019, respectively, in the data, and 71.25 percent , 73.04 percent ,
and 75.08 percent in 1947, 1983, and 2019, respectively, in the model. Panel B of table[6|shows
the corresponding analysis for the medians of the distributions of the three price-change
statistics, which is an altogether untargeted moment in our estimation exercise. The trend
in the model matches the data reasonably well across all three years even when we consider
the medianf”| Therefore, overall our calibrated model appears to be fairly consistent with
our data.

ZThe reason that we do not obtain a more precise match between the median numbers from the model
and those from the data is that the model has only 14 aggregate sectors compared to 613 products in the data,
which means there is a much smaller set of possible median values in the model.
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Table 6: Moments of the Distributions of Price-Change Statistics: Data versus Model

Year Frequency (%) Absolute Size (%) Prob. Positive (%)
Data Model Data Model Data Model

Panel A. Mean

1947 24.2 24.0 10.8 94 70.2 71.2
1983 18.7 18.6 10.0 10.1 71.9 73.0
2019 15.1 15.0 10.3 10.3 749 75.0
Panel B. Median

1947 9.2 9.2 9.8 8.6 70.1 70.5
1983 8.2 7.4 94 9.9 73.1 73.4
2019 6.9 7.3 94 9.9 75.8 73.6

The table compares the moments of the distributions of three different price-change statistics from the model
with the data for three different years. Panel A compares the means, while Panel B compares the medians.
The three different years (in rows) are 1947, 1983, and 2019. The three price-change statistics (in columns) are
frequency of price change, absolute size of price changes, and probability of a positive price change. Source:
Authors’ calculations.

5 Model Results

Our primary goal is to the use the model to analyze the impact of shifts in the industrial
composition of the US economy and the consequent shifts in the distribution of products
(and hence, sectors) on the slope of the Phillips curve. To do this, we first solve the calibrated
model given the baseline distribution of sector weights (set to its 1983 value) and obtain
a Phillips curve for 1983. To derive the Phillips curve from the model, we simulate the
response of inflation and consumption to aggregate nominal demand shocks 7, (in equa-
tion[I6). We then plot a version of the Phillips curve—the simulated (log) inflation against

the negative of the simulated (log) consumption ]

To investigate the impact of a shift in the industrial composition on the slope of the Phillips
curve, we change the distribution of sectors (that represent aggregated products) in the
model to that implied by the shift in industrial composition in the data, all else being equal.
Among the things that we hold constant, we include the parameters of the model (including
the estimated menu costs and standard deviations of idiosyncratic productivity shocks) as

well as the series of aggregate nominal demand shocks. In this way, we are able to isolate

2*While the empirical Phillips curve is based on the relationship between inflation and unemployment, we
show the relationship between inflation and negative consumption, since there is no unemployment in our
model, as wages are flexible and therefore the labor market always clears.
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the change in the slope of the Phillips curve due to shifts in the distribution of products that
arise solely due to a shift in the industrial composition. Since our data allow us to compute
a distribution of sectors for every year from 1947 through 2019 (see figure[I5in appendix D),

we can re-solve the model and simulate a Phillips curve for every year over this period.

The Phillips curves for three years—1947, 1983, and 2019—are shown in Figure The
graph’s color-symbols (olive, blue, and red) plot the nonlinear relationship between inflation
and negative consumption, with each color-symbol corresponding to a different year. In
order to assess the slope of the nonlinear Phillips curve, we then overlay a line of best linear
tit onto the graph for every year, color coded to match the nonlinear Phillips curve for that
year. We measure the slope of the Phillips curve as the slope of this line of best linear fit.
Using this measure, we find that there was a gradual decline in the slope from 1947 to 2019.
In particular, the slope of the Phillips curve flattened from —0.26 in 1947 to —0.21 in 1983 to —-
0.18 in 2019. This finding implies that shifts in the industrial composition of the US economy
over the 1947-2019 period caused a 28.5 percent decrease in the slope of the Phillips curve |

While we simulate a Phillips curve for every year from 1947 through 2019, we choose to show the curves
for only three years for the sake of legibility in the graph.

2The Phillips curves using the full sample of 5 million simulation points is shown in Figure in
Appendix [E| We see that the curves across the years have some flat sections (initial few points) that arise due
to our numerical computation method, which relies on discretizing the grid for firms’ real prices. Importantly,
however, our finding on the flattening of the Phillips curve is not driven by these flat sections. In fact, these
flat sections constitute a very small proportion of the total number of simulation points in each year—0.03
percent , 0.03 percent , and 0.04 percent in 1947, 1983, and 2019, respectively. Therefore, even if we include
these flat sections in our slope computations, the slopes remain precisely unchanged. We present the Phillips
curve ignoring these flat sections in the main text, but the full graph is included in the appendix for interested
reader.
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Figure 6: Evolution of the Phillips Curve: 1947-2019
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The figure shows the relationship between (log) inflation and negative (log) consumption for three years: 1947,
1983, and 2019. The graph’s color-symbols plot the nonlinear relationship for different years: olive for 2019,
blue for 1983, and red for 1947. The graph’s lines of the same colors show the approximate linear relationship
(estimated using a regression line through the nonlinear curve) for the corresponding year. Source: Authors’
calculations.

A direct implication of a flatter Phillips curve is that inflation becomes relatively less re-
sponsive to nominal demand shocks. To show this more formally using our simulations
across the years, we categorize the simulation points into bins based on the size of the shock.
Specifically, we define the size of the shock depending on how many standard deviations it
is away from zero (which is the mean of the nominal aggregate demand shock, 7, in the
model). We define bins of 0.25 standard deviations each and assign the size of the bin as
the median of the shock sizes that fall within that bin. By this definition, the size = 0 bin
includes shocks from —0.125 to +0.125 standard deviations (SD), the size = 0.25 bin includes
shocks from +0.125 to +.375 SD, and so on, until the size = 2 bin includes shocks from +1.875
to +2.125 SD. We define the negative size bins similarly. We then compute the inflation
response for the different shock sizes as the mean of the simulated inflation rates across
the simulation points that are included in the given bin. Since our model is calibrated at a
monthly frequency, we then annualize the mean inflation response /| We repeat this exercise
for each year to enable a comparison of the inflation response to demand shocks across the
years as the industrial composition of the United States changed. The results of this exercise

%The model solves for log inflation. If the monthly log gross inflation is 7, then the annualized percentage
change in inflation is [ezp(127) — 1] x 100%.
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are shown in figure [/, which plots the inflation response to positive and negative shocks of
varying sizes.

Figure 7: Missing Deflation and Missing Inflation
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The figure shows the response of annualized inflation (y-axis) to nominal aggregate demand shocks of varying
sizes (x-axis) for three different years.The sizes of the shocks vary from -2 SD to +2 SD, with 25 bins within
these extremes spaced out by 0.25 SD each. The sizes of the bins on the x-axis refer to the midpoints of the
respective bins. The bins (sizes) are as follows: —2.125 to -1.875 SD (-2 SD), -1.875 to -1.625 SD (-1.75SD), .. .,
-0.375 to —0.125 SD (0.25 SD), —-0.125 to +0.125 SD (0 SD), +0.125 to +0.375 SD (0.25 SD), ..., +1.875 to +2.125
SD (2 SD). The inflation on the y-axis is the annualized mean of the simulated inflation response across all the
shocks that fall within the corresponding bin on the x-axis. Source: Authors’ calculations.

We find that the graph for 2019 is overall flatter relative to 1947. This implies that in 2019, the
response of inflation to nominal demand shocks was relatively muted compared with 1947.
Thus, changes in industrial composition can indeed help to explain the missing deflation
during the recent recessions |

20ur model can explain only the part of the missing deflation puzzle that was due to shifts in the industrial
composition and the consequent flattening of the Phillips curve. Other papers highlight the role of anchored
inflation expectations in explaining the puzzle, so that could be an additional explanation that is unrelated to
the slope of the Phillips curve.
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5.1 Discussion: Inflation rates during the recovery from the COVID-19

pandemic

In the latter half of 2021 and at the start of 2022 as the economy recovered from the COVID-19
pandemic, there was a steep rise in inflation. Inflation rose to 6.8 percent in November 2021
and continued to accelerate for several months, reaching 8.5 percent in March 2022, which
was its highest rate since 1982. To the extent that this spike was driven by demand-side
factors, including the distribution of fiscal stimulus checks during the pandemic, as well as
the reopening of the economy and release of pent-up demand in the pandemic’s aftermath, it
may appear at odds with the idea that the Phillips curve has flattened, since a flatter Phillips
curve implies a relatively lower response of inflation to demand shocks. Therefore, we now
investigate the degree to which high inflation occurs in response to unexpected positive
demand shocks in an economy where shifts in industrial composition have flattened the
Phillips curve.

The nature of the aggregate demand shock that hit the economy in late 2021 through early
2022 is unclear. High inflation that persists for several months could result from a one-time
large shock to aggregate demand that continues to have an impact on firms’ price-setting
several months after the shock first hits, or it could result from a series of shocks, either
small or large, that hit the economy every month. Therefore, in our investigation we study
the inflation response to nominal aggregate demand shocks of varying sizes and levels of
persistence.

To do this, we first categorize the aggregate demand shocks, 7, by size and then further bin
them by persistence. We categorize a shock as “small” if it falls within 0.5 to 1.5 standard
deviations (SD) around its mean (zero). We categorize a shock as “large” if it falls within
1.5 to 2.5 SD. Since we are interested in explaining a large rise in inflation, we consider
only positive shocks to 7;. In the model, the shocks, 7,, are independently and identically
distributed and are not persistent by definition. So we characterize the persistence of the
iid. shocks based on the number of consecutive periods in which the economy is hit by
the same-sized shocks. For example, if a shock is small, we assign it a persistence of 1;
we assign it a persistence of 2 if the current shock and the shock in the preceding period
are small; we assign it a persistence of = 3 if the current shock and the shocks in the
preceding two periods are small, and so on. We repeat the process for the large shocks/
In this way, we differentiate between small and large shocks and categorize these two shock
sizes into persistence bins ranging from 1 through 6 for small shocks and 1 through 4 for

Note that by this way of defining persistence, a shock that belongs in higher-persistence bins also belongs
in lower-persistence bins.
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large shocks. Once we have placed our simulation points into bins based on shock size
and level of persistence, we compute the inflation for each bin by taking the mean of the
simulated inflation numbers across the points within that bin and annualizing it. We repeat
this exercise for all the years to enable a comparison of the inflation response to demand
shocks across the years as the industrial composition of the United States and consequently
the slope of the Phillips curve changed. The results of this exercise are shown in figure

We find, rather unsurprisingly, that across all the years, conditional on shock persistence,
large shocks to aggregate nominal demand imply larger inflation responses compared with
small shocks. More interestingly, conditional on the size of the shock, more persistent shocks
to aggregate nominal demand imply larger responses compared with less persistent shocks.
Numerically, for a small shock, the annualized inflation response in 2019 ranges from 4.6
percent to 8.7 percent depending on the persistence of the shock. The corresponding range
of responses in 2019 for a large shock is 5.9 percent to 12.5 percent . Therefore, despite a
flatter Phillips curve in 2019, significant inflation still could have resulted from an aggregate
demand shock that was both small and persistent, an aggregate demand shock that was
both large and persistent, or a one-time large aggregate demand shock. Importantly also,
while inflation response to any given shock would have been larger in 1947 due to lower
aggregate price stickiness compared with 2019, the differences between the years appear to
be small (never more than two percentage points).

This exercise sheds light on the observed spike in inflation in the aftermath of the COVID-19
pandemic. It suggests that a high-inflation scenario, as was observed in the first quarter of
2022, is plausible in the face of unexpected nominal demand shocks that are either large or

persistent or both, even with a flatter Phillips curve, as the economy now has.
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Figure 8: Inflation Responses to Small versus Large Shocks of Varying Levels of Persistence
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The figure shows the response of annualized inflation to nominal aggregate demand shocks of varying sizes
and levels of persistence. Panel (a) shows the response for “small” shocks, which are defined as shocks within
+0.5 to +1.5 SD. Panel (b) shows the response for “large” shocks, which are defined as shocks within +1.5 to
+2.5 SD. Persistence denotes the number of consecutive periods in which the shock is small (large) in panel
(@) [(b)]. For example, the bin of persistence= 2 includes the simulation points/periods for which the shock
in that period and in the preceding period was small. By this definition of persistence, simulation points that
belong in higher-persistence bins are also members of lower-persistence bins. The annualized inflation on the
y-axis is the annualized mean inflation among all simulation points that fall in the particular shock-persistence
bin on the x-axis.

6 Conclusion

In this paper, we isolated the impact of changes in industrial composition on the distribution
of products and consequently the distribution of the frequency of price change across the
products for the US economy. We then analyzed the degree to which these distributional
changes affected the slope of the Phillips curve over the 1947-2019 period. By combining an-
nual data on the industrial composition of the US economy with static data on the frequency
of price change of products underlying the CPI and PPI, we estimated yearly distributions
of the frequency of price change across the CPI/PPI products for the US economy. We found
that firms have been changing their prices less frequently across the entire distribution,
with the median frequency of price change per month falling from 9.2 percent in 1947 to
6.9 percent in 2019. The corresponding means also fell from 24.2 percent to 15.1 percent
. This finding implies that the US economy exhibited greater aggregate price stickiness in
2019 than in 1947. Using a similar methodology, we also analyzed the impact of shifts in the
industrial composition on the distribution of the absolute size of price changes as well as the

probability that a given price change is positive.
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Higher aggregate price stickiness has crucial implications for the transmission of nominal
shocks to the real economy. In order to investigate these implications, we used a calibrated
general equilibrium multisector menu cost model. The model, in particular, allowed us to
analyze the implications for the slope of the Phillips curve of shifts in the distributions of
price-change statistics arising due to to shifts in the industrial composition of the economy.
We found that shifts in the industrial composition of the US economy over the 1947-2019
period flattened the slope of the Phillips by 28.5 percent . We then showed that despite a
flatter Phillips curve, large or persistent positive shocks to nominal aggregate demand still
result in significant inflation. This helps to reconcile the inflation spikes observed in the first
quarter of 2022 for the United States, which may at first appear to contradict the predictions
of a flatter Phillips curve.

A flatter Phillips curve implies that monetary policymakers face a greater trade-off in sta-
bilizing inflation versus output (or employment). Our paper reveals that the slope of the
Phillips curve is more than one-quarter flatter than it was seven decades ago due to long-
term structural forces that are unlikely to revert in the short run. Thus, monetary policy-
makers must account for the flattening in their policy decisions. We hope more broadly
that our paper inspires further work to study the aggregate implications of the evolution of

heterogeneity across the economy over time.
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Appendices

A Additional Empirical Results

Table 7: Size of Absolute Price Change

Year 10% 25% 50% 75% 90%
1947 50 6.7 98 14.0 188
1957 49 63 98 126 188
1967 45 63 98 126 188
1977 49 63 9.7 126 193
1987 50 63 97 126 209
1997 51 63 94 126 193
2007 51 63 94 122 193
2017 51 64 94 126 193
2019 51 64 94 131 208

The table shows percentiles of the size of the absolute price change distribution from 1947 through 2019
computed using our standard method. This corresponds to Figure [4l The size of the absolute price change
is the absolute size of the log change in the price conditional on a change occurring. Sources: BEA, BLS, World
KLEMS.

Table 8: Probability of Positive Price Change

Year 10% 25% 50% 75% 90%
1947 531 649 701 81.1 86.3
1957 531 654 70.1 79.7 86.3
1967 531 645 701 812 863
1977 531 65.1 705 813 88.6
1987 53.1 65.8 73.1 82.8 88.8
1997 53,5 65.8 758 855 893
2007 53.5 663 758 859 894
2017 53.6 669 758 86.3 89.4
2019 53.6 68.0 758 86.3 89.4

The table shows percentiles of the distribution of the probability with which firms will change their price from
1947 through 2019 computed using our standard method. This corresponds to Figure [5| The probability of a
positive price change is the probability with which a price change will be positive. At the risk of belaboring
the point, if it is 60 percent , then the probability of a negative price change is 40 percent . Sources: BEA, BLS,
World KLEMS.
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Table 9: Frequency of Price Change - Including Sales

Year 10% 25% 50% 75% 90%
1947 34 51 115 313 87.6
1957 34 50 107 259 617
1967 34 47 9.2 251 487
1977 34 47 91 251 487
1987 34 44 87 251 428
1997 34 43 82 244 424
2007 34 45 82 237 428
2017 34 43 78 169 424
2019 34 43 78 169 424

The table shows percentiles of the frequency of price change distribution from 1947 through 2019. The
distribution is computed using an alternative method in which we measure the frequency of price change
including sales (so the frequency is higher than in the case without sales). This corresponds to Figure 9} The
frequency of price change is the probability (in percentage terms) with which firms change their price each
month. Sources: BEA, BLS, World KLEMS.

Figure 9: Frequency of Price Change - Including Sales
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we measure the frequency of price change including sales
(so the frequency is higher than in the case without sales). The frequency of price change is the probability (in
percentage terms) with which firms change their price each month. Sources: BEA, BLS, World KLEMS.
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Table 10: Frequency of Price Change - Mapping Products to One Industry

Year 10% 25% 50% 75% 90%
1947 33 47 92 273 876
1957 33 45 87 251 617
1967 33 43 82 250 484
1977 34 43 82 251 487
1987 33 41 79 232 424
1997 33 41 78 168 419
2007 34 43 78 150 419
2017 33 39 69 124 417
2019 33 38 69 124 417

The table shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we map each CPI/PPI product to only one industry. This
corresponds to Figure The frequency of price change is the probability (in percentage terms) with which

firms change their price each month. Sources: BEA, BLS, World KLEMS.

Figure 10: Frequency of Price Change - Mapping Products to One Industry
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we map each CPI/PPI product to only one industry. The
frequency of price change is the probability (in percentage terms) with which firms change their price each

month. Sources: BEA, BLS, World KLEMS.
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Table 11: Frequency of Price Change - Same Weight for Products

Year 10% 25% 50% 75% 90%
1947 33 48 91 251 841
1957 33 46 86 242 56.1
1967 33 44 82 238 46.0
1977 33 43 82 224 465
1987 33 43 79 137 419
1997 33 43 78 124 417
2007 34 43 79 123 417
2017 33 43 72 106 381
2019 33 43 72 105 381

The table shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we use the same weights for all products. This corresponds
to Figure (11| The frequency of price change is the probability (in percentage terms) with which firms change
their price each month. Sources: BEA, BLS, World KLEMS.

Figure 11: Frequency of Price Change - Same Weight for Products
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we use the same weights for all products. The frequency of
price change is the probability (in percentage terms) with which firms change their price each month. Sources:
BEA, BLS, World KLEMS.
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Table 12: Frequency of Price Change - Dropping Large Products

Year 10% 25% 50% 75% 90%
1947 32 51 94 392 948
1957 32 48 84 273 87.6
1967 32 45 76 241 724
1977 32 45 78 247 80.2
1987 32 45 75 232 724
1997 32 43 70 161 599
2007 33 44 75 182 802
2017 3.0 43 69 133 599
2009 29 43 69 131 5938

The table shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we measure the frequency of price change excluding products
that have a weight of more than 1 percent of the distribution in 1983. This corresponds to Figure The
frequency of price change is the probability (in percentage terms) with which firms change their price each
month. Sources: BEA, BLS, World KLEMS.

Figure 12: Frequency of Price Change - Dropping Large Products
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019. It is
computed using an alternative method in which we measure the frequency of price change excluding products
that have a weight of more than 1 percent of the distribution in 1983. The frequency of price change is the
probability (in percentage terms) with which firms change their price each month. Sources: BEA, BLS, World
KLEMS.
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Table 13: Frequency of Price Change - CPI Only

Year 10% 25% 50% 75% 90%
1947 34 50 92 241 417
1957 34 50 92 223 417
1967 34 50 9.0 168 417
1977 34 50 87 144 417
1987 34 45 82 124 417
1997 34 45 82 10.7 417
2007 34 45 79 98 381
2017 34 43 69 92 381
2019 34 43 69 92 381

The table shows percentiles of the frequency of price change distribution from 1947 through 2019 for only CPI
products. This corresponds to Figure[13} The frequency of price change is the probability (in percentage terms)
with which firms change their price each month. Sources: BEA, BLS, World KLEMS.

Figure 13: Frequency of Price Change - CPI Only
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019 for only CPI
products. The frequency of price change is the probability (in percentage terms) with which firms change their
price each month. Sources: BEA, BLS, World KLEMS.

42



Table 14: Frequency of Price Change - PPI Only

Year 10% 25% 50% 75% 90%
1947 33 44 9.7 484 96.0
1957 33 42 78 269 927
1967 33 38 72 251 682
1977 33 38 73 251 787
1987 33 38 69 251 65.0
1997 33 38 6.6 251 56.0
2007 33 38 75 251 953
2017 33 38 73 251 762
2019 33 38 72 251 762

The table shows percentiles of the frequency of price change distribution from 1947 through 2019 for only PPI
products. This corresponds to Figure[13} The frequency of price change is the probability (in percentage terms)
with which firms change their price each month. Sources: BEA, BLS, World KLEMS.

Figure 14: Frequency of Price Change - PPI Only
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The figure shows percentiles of the frequency of price change distribution from 1947 through 2019 for only PPI
products. The frequency of price change is the probability (in percentage terms) with which firms change their

price each month. Sources: BEA, BLS, World KLEMS.
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Aggregate Industry Industries

Agriculture/Mining/Utilities Farms; Oil and gas extraction; Mining ex-
cept oil and gas; Utilities

Construction Construction

Durable manufacturing Wood products; Nonmetallic mineral prod-

ucts; Primary metals; Fabricated metal
products; Machinery; Computer and elec-
tronic products; Electrical equipment ap-
pliances and components; Motor vehicles
bodies and trailers and parts; Other trans-
portation equipment; Furniture and related
products; Miscellaneous manufacturing
Education/Health Educational services; Ambulatory health
care services; Hospitals Nursing and resi-
dential care facilities; Social assistance
Entertainment/Dining out Performing arts spectator sports muse-
ums and related activities; Accommodation;
Food services and drinking places
Finance/Insurance Federal Reserve banks credit intermediation
and related activities; Insurance carriers and
related activities
Information Publishing industries (includes software);
Motion picture and sound recording in-
dustries; Broadcasting and telecommunica-
tions; Information and data processing ser-

vices
Legal/Scientific/ Technical Legal services; Miscellaneous professional
scientific and technical services
Nondurable manufacturing Food and beverage and tobacco products;

Textile mills and textile product mills; Ap-
parel and leather and allied products; Pa-
per products; Printing and related sup-
port activities; Petroleum and coal prod-
ucts; Chemical products; Plastics and rubber

products
Retail Wholesale Trade; Retail Trade
Support services Administrative and support services; Waste

management and remediation services;
Other services except government

Transportation Air transportation; Rail transportation; Wa-
ter transportation; Truck transportation;
Transit and ground passenger transporta-
tion; Other transportation and support ac-
tivities; Rental and leasing services and
lessors of intangible assets

Table 16: Aggregated Industry Mapping to Industries
Each row in the table shows an aggregated industry in the left column and the industries that are assigned to
that aggregated industry. The mapping is based on BEA standard aggregations of industries. There are 12
aggregated industries and 51 industries. Sources: BEA, BLS, World KLEMS.
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C Recursive Formulation of the Firm’s Optimization Prob-

lem

A firm z in period ¢ chooses L;(z) and M;(z) to minimize its total cost of production subject

to its production function. That is,

Lt(gl,}\%(z) {WiLi(2) + PiMy(2) + ¢e(2) [ye(2) — Au(2) Li(2)' 7 Mi(2)°] } - (18)

The first-order conditions of the firm’s cost minimization problem are:

Wi = ¢u(2)Au(2)(1 = sm) La(2) 7> M (2)"",

(19)
Py = ¢y(2) Ay (2) s Ly (2)' o My(2)" 7,

where ¢,(z) represents the marginal cost of firm z at time ¢. Putting these two conditions

together yields the real wage as:

Wt . 1-— Sm Mt(Z)

Ft_ Sm Lt(Z)’ (20)
which implies:
1— s, (W\
L(z=1"" (7) My(2). (1)

Combining equation 21| with the production function in equation [§ yields:
=5\ (W 7" we(2)
L = — . 22
©=(57) (7) 50 22

Substituting equation [20|into the firm’s real profits (equation [14|divided by F;) yields:

17(:) = (22 ) o) — 1= L) — xop 1) = @)

Then substituting in the labor demand per equation 22| yields:

17 = (22 ) o) - syt ()T B ey
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Inputting the real wage from equation[/]and output demand from equation [11] yields:

1-6 . -0 1
I (z) = (pt(z)) Vi—(1 = s5,)°" ' s0m <wL?C’£’> (pt(Z)> Y, — ;WL CY I (2)—U.
Ay(2)

P, P,
(25)
Moreover, under the assumption of linear disutility of labor (» = 0) and log utility in
consumption (y = 1), % = wC(}. Therefore, we can write the firm’s real profits as:

() = (W))H R R =) Ty et U

Pt R At(Z)
(26)
SinceY; = C; + fol M,(z)dz, we have:
1 () \™
Y, = Ct—ir/o (At(z)ylit(z)l—Sm> dz  using equation§]
1
1
=C; + / l2) —— dz  using equation22]
0 . Sm . —8m (2
A ((5=)" (%) 48)
1
1 Sm
=Ci+ / () T dz  using equation[22]
0 . Sm . —Sm
Ay(2)on ((:m )" (%) Af@)
Sm ! yt(z)sm
= Ot + 11— s th T=sm dz
m e ()
1
1 Sm "
=Cy |1+ 7 Sms w/ () o dz
w0\ ()

Thus, we get Y, = constant x C. Finally, as C; = % per equation we can write the firm’s

) S poal)

real profits just as a function of A,(2), *5~, &, *5

D Calibration Details

Figure 15/ shows how the sectoral composition of the United States changed from 1947 to
2019. It shows each sector’s share of the economy from 1947 to 2019 ordered from the lowest
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to the highest frequency of price change; that is, the sector with the lowest frequency of
price change is at the bottom of the graph. Throughout the 1947-2019 period, the mass of
sectors with a low frequency of price change has grown, while the mass of sectors with a
high frequency of price change has shrunk. These evolution trends at the sector level are
similar to the trends that we observed at the industry level in Figures2jand
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Figure 15: Sectoral Composition of the US: 1947-2019
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The figure shows the model sectors’ shares of the economy over time. The x-axis represents the year, and
the y-axis represents the share of the sector in the model in a percentage. The sectors are sorted from lowest
median frequency of price change (in 1983) to highest. The median frequency of price change for the sector
is constructed across the distribution of frequencies of price changes of products in that sector, with the
distribution based on the products’ shares of the sector in 1983. Source: Authors’ calculations.
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E Flattening of the Phillips Curve: Full Simulation Result

Figure 16: Evolution of the Phillips Curve: 1947-2019
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The figure shows the relationship between (log) inflation and negative of (log) consumption for three years
in our data—1947, 1983, and 2019—while ignoring the simulation points that constitute the flat sections in
the original Phillips curve shown in figure The graph’s color-symbols plot the nonlinear relationship for
different years: olive for 2019, blue for 1983, and red for 1947. The graph’s lines of the same color show
the approximate linear relationship (estimated using a regression line through the nonlinear curve) for the
corresponding year. Source: Authors’ calculations.
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