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1 Introduction

The inflation surge that rattled the United States, along with economies around the world in 2021,
took most observers by surprise. Undoubtedly, the COVID-19 pandemic threatened a severe and
prolonged economic downturn, unleashing an enormous monetary and fiscal policy stimulus, which
proved difficult to calibrate. At the same time, consumers, wary of contracting the virus, switched
en masse from spending on in-person services to purchasing goods from online retailers. So, while
aggregate demand remained strong on balance, its composition changed dramatically, helping to
boost total inflation (see Ferrante et al., 2023).

The pandemic also severely disrupted the supply side of the U.S. economy (see Bernanke and
Blanchard, 2023). The emergence of the Omicron variant of COVID-19 in late 2021 led to a steep
decline in imports, as many countries crucial to global production chains struggled to vaccinate
their populations quickly. The ensuing shortage of imported inputs—especially of raw materials and
intermediate goods—spilled into domestic production, leading to severe bottlenecks and inventory
shortages in many sectors. Labor shortages also contributed to a contraction in supply, as an
unusually large number of U.S. workers quit their jobs or retired early (see Amanor-Boadu, 2022;
Montes et al., 2022). A decline in the inflow of foreign workers, due in part to pandemic-related travel
restrictions, compounded this contraction in labor supply, hitting certain service sectors especially
hard. If that were not enough, Russia’s invasion of Ukraine in early 2022 sent global food and
energy prices sharply higher.

While it may be tempting to attribute the recent global inflation surge entirely to unforeseen
shocks—of which there were plenty—it is fair to say that the analytical frameworks used to track the
myriad complex forces at work and forecast inflation did not prove suitable. Arguably, the prevailing
models were too aggregated and failed to discern the implications of the pandemic-induced shifts
in demand on price dynamics. Moreover, with their emphasis on the relationship between inflation
and economic slack, the workhorse models—by and large estimated or calibrated over a period
of quiescent inflation—saw the inflation surge as largely transitory, failing to anticipate both its
vigor and persistence. Such forecasting “mishaps” can have important consequences for monetary
policy because accurately identifying the source(s) of inflationary pressures in real time is critical
for formulating the appropriate policy response.1

To help address these shortcomings, we propose a novel econometric framework for estimating
factors corresponding to underlying supply and demand forces. These factors shape the real-time
cyclical dynamics of inflation as measured by the personal consumption expenditures (PCE) price
index, the Federal Reserve’s preferred measure of the general price level. In our framework, the
factors are estimated by exploiting the co-movement embedded in the PCE data on prices and
corresponding quantities across different consumption categories and by relying on the theoretical

1In fact, a number of major central banks launched internal and external reviews of their pandemic responses,
including extensive evaluations of their inflation forecasting methodologies; see, for example, Bernanke (2024) for the
Bank of England, Hernández de Cos et al. (2024) for the Bank of Canada, and Chahad et al. (2022, 2023) for the
European Central Bank.
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predictions of the effects of fluctuations in supply and demand on prices and associated quantities.
In particular, our identification of changes in supply and demand conditions is based on an intuitive
observation that lies at the heart of economic theory: When demand increases, both quantities and
prices of products consumed increase, but when supply increases, quantities rise and prices fall.

To account for these theoretical predictions, we introduce a so-called sign-restricted dynamic
factor model (SiR-DFM), which allows us to quantify the sources and dynamics of various price
pressures as they arise. Importantly, the model distinguishes between supply- and demand-based
price pressures arising in the goods versus services sectors, a distinction that played an important
role during the pandemic-era inflation surge and the subsequent—and still ongoing—disinflation
process.2 It accounts for features typically observed in data at high levels of disaggregation, such
as time-varying volatility and outliers, thus enabling a more precise quantification of incipient price
pressures. In addition, the model incorporates information about inflation expectations, which
capture lower-frequency inflation dynamics, thereby helping to isolate cyclical fluctuations in the
underlying supply and demand conditions, a key input into monetary policy decisionmaking.

We use the SiR-DFM framework to decompose total PCE inflation into six underlying compo-
nents: (1) common demand for goods, (2) common demand for services, (3) common supply of goods,
(4) common supply of services, (5) inflation expectations, and (6) idiosyncratic or category-specific
supply and demand contributions. When applied to the recent inflation episode, the decomposi-
tion shows that over the first few months of the pandemic, as widespread business closures went
into effect, both common demand and common supply components collapsed. These two develop-
ments had opposite effects on inflation and roughly offset each other. By mid-2020, demand-driven
inflation—supported by significant monetary and fiscal stimulus—started to surge. Total inflation,
however, remained subdued initially because, as the economy reopened, the easing of supply-side
pressures offset the snapback in demand.

This dynamic shifted in the later stages of the pandemic. The ongoing strength in demand for
goods was compounded by a significant and persistent increase in demand for services, sparking
a sharp rise in inflation in early 2021. By the end of the year, the surging demand-driven infla-
tion collided with the supply-side constraints caused by disruptions in global production chains
and pandemic-related labor shortages, further boosting inflation. Crucially, throughout this entire
period, the contribution of inflation expectations remained constant, helping to prevent the emer-
gence of destabilizing inflation dynamics, even as the economy was buffeted by a complex interplay

2For earlier work on how changing expenditure shares can influence the behavior of inflation, see Wolman and Ding
(2005). In addition, Ruge-Murcia and Wolman (2022) estimate a multisector New Keynesian model using U.S. data
from 1995 through 2019 and find that sectoral shocks were major contributors to the inflation deviations from the
Federal Reserve’s target during the 2012–2019 period. For the more recent period, Ferrante et al. (2023) document
that the rotation of demand from services to goods during the pandemic significantly boosted total inflation due to
the constraints faced by producers in expanding production. On the theoretical side, Guerrieri et al. (2022) present
a model in which an adverse supply shock in one sector can lead to a reduction in product demand from other
sectors. Using a calibrated multisector model of the U.S. economy, Luo and Villar (2023) find that the inflationary
effect of sectoral supply shocks was amplified by input–output linkages across sectors, and Amiti et al. (2023) show
how a confluence of labor disutility and input price shocks impeded substitution across input types, amplifying the
inflationary effect of pandemic-era sectoral shocks. At the international level, di Giovanni et al. (2023) estimate a
model in which this effect can occur across countries.
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of demand- and supply-side shocks.
Next, we provide a series of validation exercises involving sample periods outside the recent

inflation episode to ensure that our estimated inflation factors can be labeled as either supply or
demand driven. First, we compare our inflation factors with standard supply- and demand-related
macroeconomic variables, such as labor productivity and measures of economic slack, a simple
exercise that yields expected correlations. Second, we evaluate the response of our inflation factors
to demand-side shocks, such as the ones associated with monetary policy decisions, and supply-side
shocks, such as those originating in the global oil market. These formal exercises indicate clearly
that our supply and demand inflation factors respond—as expected—to well-identified external
supply and demand shocks, respectively, validating the way we interpret them.

Lastly, we evaluate the predictive content of the estimated inflation factors for future inflation.
We compare two versions of an econometric time-series model used typically to forecast either total
or core PCE inflation. The first version contains (real-time) information about our inflation factors,
while the second version does not. The results show that including the estimated inflation factors
in the standard model leads to substantial improvements in the accuracy of inflation forecasts.
Moreover, forecasts of the inflation factors themselves can be used to learn about the outlook for
demand- and supply-driven inflationary pressures.

Broadly speaking, our paper contributes to the large literature that uses theoretical restrictions—
more specifically, sign restrictions—to infer “structural” economic shocks.3 In their seminal contri-
bution, Blanchard and Quah (1989) use theoretical predictions to identify aggregate demand and
aggregate supply shocks in a standard vector autoregression (VAR) framework. More recently,
Giannone and Primiceri (2024) employ a VAR framework with sign restrictions to parse the role
of supply- and demand-side disturbances during the pandemic-era inflation surge in the euro area.
While sign-restricted VARs, along with their variants or extensions, provide useful information about
the structural shocks driving inflation, the associated estimation uncertainty is typically large due
to the set-identifying procedure that underlies this general approach.4 By contrast, we estimate
our measures of common supply and demand conditions with considerable precision by exploiting
information embedded in the co-movement of prices and their corresponding quantities across a
large number of disaggregated PCE categories.

More recently, Shapiro (2024) and Sheremirov (2022) apply a sign-restriction approach to dis-
aggregated PCE data by separately estimating category-specific VAR models. Our approach differs
from those of Shapiro (2024) and Sheremirov (2022) in three important ways. First, we impose
sign restrictions on a single dynamic factor model, which allows us to simultaneously and efficiently
process all the information about prices and quantities from the different PCE categories. Sec-
ond, we separate common demand and common supply components from idiosyncratic (that is,
category-specific) demand and supply fluctuations. Third, our method allows us to examine the

3Arias et al. (2018) and Antolín-Díaz and Rubio-Ramírez (2018) have broadened this approach by developing
algorithms to infer structural shocks based on not only sign but also exclusion and narrative restrictions, respectively.

4See Fry and Pagan (2011) for a comprehensive review and critique of the literature that uses various sign-
restriction strategies in VAR settings to identify structural aggregate demand and supply disturbances.
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gross contributions of all underlying demand and supply forces—common sector-level factors and
idiosyncratic category-specific disturbances—to total PCE inflation. This provides us with a better
understanding of how these individual forces shape inflation dynamics in real time, which can be
especially useful when these forces are having offsetting effects on inflation.

Relevant to our approach is the recent work by Eickmeier and Hofmann (2025), who exploit
factor rotation in principal component analysis applied to a large data set of standard real activity
and price-related macroeconomic variables to estimate one common supply and one common demand
factor. Their data, unlike our PCE categories, do not exhibit a direct correspondence between prices
and quantities, which complicates the interpretation of the estimated factors. Our framework, by
contrast, exploits the direct price and quantity correspondence in disaggregated PCE categories,
allowing us to straightforwardly decompose not only total PCE inflation but also category-specific
idiosyncratic price changes into their respective demand and supply components.

The remainder of the paper is structured as follows. Section 2 introduces our empirical frame-
work, discusses the identification strategy, and describes the data. Section 3 presents the estimated
common supply and demand factors and the associated decomposition of total PCE inflation, with
a focus on the pandemic-era inflation dynamics. Section 4 presents the analysis that uses external
information to validate the interpretation of the estimated supply and demand factors. Section 5
shows how our factors can be used to improve real-time inflation forecasts, and Section 6 concludes.

2 Methodology

In this section, we outline our econometric methodology. We begin with a simple demand-and-
supply system that connects prices and corresponding quantities within a consumption category
and features—in addition to category-specific supply and demand shocks—common demand and
supply shifters. We use this framework to derive the sign restrictions that we impose on the factor
loadings in a set of measurement equations in a dynamic factor model in which the transition
equations govern the dynamics of the latent common demand and supply factors.

2.1 A Conceptual Framework

Let ∆qi,t and ∆pi,t denote changes in (real) quantities and prices associated with consumption
category i = 1, 2, . . . , N at time t, respectively, whereN denotes the number of categories comprising
the consumption basket. We define category-specific supply and demand structural equations that
account for common supply and demand shifters—denoted by st and dt, respectively—as follows:

∆qi,t = ϕs
i∆pi,t + κs

ist + us
i,t; (1)

∆pi,t = −ϕd
i∆qi,t + κd

idt + ud
i,t, (2)

with ϕd
i , κ

d
i , ϕ

s
i, κ

s
i > 0 for all i. In this system, ϕs

i is the price elasticity of supply, ϕd
i is the inverse

price elasticity of demand, and κs
i and κd

i denote category i’s sensitivities (that is, factor loadings) to
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common supply and demand shifters, st and dt, respectively; the category-specific, or idiosyncratic,
supply and demand shifters are denoted by us

i,t and ud
i,t, respectively.

Rearranging equations (1) and (2) enables changes in prices and quantities associated with
category i to be expressed as a function of contemporaneous information on both common and
idiosyncratic shifters according to the following reduced form:

∆qi,t = λd
idt + λs

ist + ξi,t; (3)

∆pi,t = θd
i dt + θs

ist + ηi,t. (4)

The mapping between the parameters associated with the structural and reduced-form represen-
tations of the system provides information about the restrictions needed to identify common supply
and demand factors from disaggregated data on prices and quantities. These identifying restrictions
are:

λd
i =

(
1 + ϕs

iϕ
d
i

)−1
ϕs
iκ

d
i > 0; (5)

λs
i =

(
1 + ϕs

iϕ
d
i

)−1
κs
i > 0; (6)

θd
i =

(
1 + ϕs

iϕ
d
i

)−1
κd
i > 0; (7)

θs
i = −

(
1 + ϕs

iϕ
d
i

)−1
ϕd
iκ

s
i < 0. (8)

The reduced-form idiosyncratic innovations ξi,t and ηi,t become a function of both the structural
category-specific supply and demand shifters and structural parameters:

ξi,t =
(
1 + ϕs

iϕ
d
i

)−1(
us
i,t + ϕs

iu
d
i,t

)
; (9)

ηi,t =
(
1 + ϕs

iϕ
d
i

)−1(
ud
i,t − ϕd

iu
s
i,t

)
. (10)

In accordance with standard economic theory, our identifying restrictions assume that shifts in
common demand move prices and quantities in the same direction—that is, a broad-based increase in
demand would induce a rise in the prices and quantities across all the categories in the consumption
basket. Shifts in common supply, on the other hand, are assumed to move prices and quantities in
the opposite direction: A broad-based increase in supply would lead to a rise in the quantities but
a decline in the prices associated with all the consumption categories.

2.2 Empirical Implementation

To incorporate the relationships between common factors and disaggregated prices and quantities
described in the preceding subsection into a unified empirical framework, we propose a sign-restricted
dynamic factor model (SiR-DFM), which enables us to disentangle common and idiosyncratic dy-
namics while accounting for the aforementioned identifying restrictions.5 According to equations (3)

5In a similar vein, Matthes and Schwartzman (2025) propose a sign-restricted VAR model that uses sector-
specific information about PCE prices and quantities with aggregate variables to measure the impact of household
consumption shocks on aggregate fluctuations.
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and (4), changes in category-specific prices and quantities are assumed to be influenced by three
distinct types of dynamics: common supply, common demand, and idiosyncratic. Common supply
and common demand sources of fluctuations can both be thought of as latent common factors ex-
tracted from disaggregated price and quantity data, according to the theory-based restrictions on
the factor loadings given by equations (5) through (8). Given the changing and complex interplay
between supply and demand forces in driving goods- and services-related inflation, especially during
the recent inflation episode, our SiR-DFM is designed to extract four common latent factors from
disaggregated PCE data. This set of factors is intended to summarize the evolving conditions of
supply of goods (s(g)t ), supply of services (s(v)t ), demand of goods (d(g)

t ), and demand of services
(d(v)

t ).
Specifically, let ∆qj,t and ∆pj,t denote the monthly log-differences of quantities and prices asso-

ciated with a goods category j in month t, respectively, for j = 1, 2, . . . , Ng, where Ng is the number
of distinct goods-related categories in the Personal Income and Outlays report (that is, the PCE
report) published monthly by the U.S. Department of Commerce’s Bureau of Economic Analysis.
Analogously, let ∆qk,t and ∆pk,t denote the monthly log-differences of quantities and prices asso-
ciated with a services category k in month t, respectively, for k = 1, 2, . . . , Nv, where Nv is the
number of distinct services-related categories in the PCE report. Then, the system of measurement
equations describing changes in prices and quantities across the different categories of consumption
goods and services is given by:

∆qj,t = λd
jd

(g)
t + λs

js
(g)
t + ξ(g)j,t , j = 1, 2, . . . , Ng; (11)

∆pj,t = θd
jd

(g)
t + θs

js
(g)
t + η(g)

j,t , j = 1, 2, . . . , Ng; (12)

∆qk,t = γd
kd

(v)
t + γs

ks
(v)
t + ξ(v)k,t, k = 1, 2, . . . , Nv; (13)

∆pk,t = δd
kd

(v)
t + δs

ks
(v)
t + η(v)

k,t, k = 1, 2, . . . , Nv. (14)

The identifying restrictions on the factor loadings used to infer the latent common supply and
demand factors are implied by the relation between reduced-form and structural parameters given
by equations (5) through (8). In particular, we impose the following sign restrictions on the factor
loadings in the system of measurement equations (11) through (14):

λd
j > 0 and λs

j > 0, j = 1, 2, . . . , Ng; (15)

θd
j > 0 and θs

j < 0, j = 1, 2, . . . , Ng; (16)

γd
k > 0 and γs

k > 0, k = 1, 2, . . . , Nv; (17)

δd
k > 0 and δs

k < 0, k = 1, 2, . . . , Nv. (18)

The latent demand factors associated with goods and services are assumed to evolve according
to a vector-autoregressive process of order m (VAR(m)), allowing for potential feedback between
demand developments across the two broad consumption categories; the latent goods and services
supply factors are also assumed to follow a similar VAR(m) process. To account for the time-
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varying trend inherent in total PCE inflation, we include an observed variable in both VAR speci-
fications to absorb this source of low-frequency variation. From a theoretical perspective, inflation
expectations—the rate at which economic agents expect prices to rise in the future—should be a
key determinant of this time-varying trend, with fluctuations around the trend capturing cyclical
supply and demand price pressures.

We capture this notion by including data on inflation expectations as an exogenous variable in
the VAR(m) specifications governing the evolution of the latent factors, which yields the following
VAR-X(m) transition equations:[

d(g)
t

d(v)
t

]
= Φd,0 + βdπ

E
t−1 +Φd,1

[
d(g)
t−1

d(v)
t−1

]
+ · · ·+Φd,m

[
d(g)
t−m

d(v)
t−m

]
+

[
ϵ(g)t

ϵ(v)t

]
; (19)

and [
s(g)t

s(v)t

]
= Φs,0 + βsπ

E
t−1 +Φs,1

[
s(g)t−1

s(v)t−1

]
+ · · ·+Φs,m

[
s(g)t−m

s(v)t−m

]
+

[
ν(g)
t

ν(v)
t

]
, (20)

where the scalar πE
t−1 denotes expectations of future inflation based on information available as of

month t − 1, with the associated vectors of coefficients βd =
[
β(g)

d β(v)
d

]′ and βs =
[
β(g)

s β(v)
s

]′. The
VAR-X vectors of innovations ϵt =

[
ϵ(g)t ϵ(v)t

]′ and νt =
[
ν(g)
t ν(v)

t

]′ associated with the demand and
supply processes are assumed to be independent and normally distributed as ϵt ∼ N (0,Ωd) and
νt ∼ N (0,Ωs).

The idiosyncratic terms in the measurement equations (11) through (14) are intended to capture
dynamics that are unrelated to changes in common supply or demand conditions and instead reflect
supply and/or demand developments affecting prices or quantities in a specific consumption cate-
gory. These terms are assumed to follow independent autoregressive processes of order n (AR(n))

and are given by:

ρg
j(L)ξ

(g)
j,t = ζ(g)

j,t , j = 1, 2, . . . , Ng; (21)

ψg
j(L)η

(g)
j,t = ω(g)

j,t , j = 1, 2, . . . , Ng; (22)

ρv
k(L)ξ

(v)
k,t = ζ(v)

k,t, k = 1, 2, . . . , Nv; (23)

ψv
k(L)η

(v)
k,t = ω(v)

k,t, k = 1, 2, . . . , Nv, (24)

where ρg
j(L), ψ

g
j(L), ρ

v
k(L), and ψv

k(L) denote lag polynomials of order n, and the idiosyncratic
innovations ζ(g)

j,t , ω
(g)
j,t , ζ

(v)
k,t, and ω(v)

k,t are assumed to be normally distributed, with flexible volatility
processes that account for features typically observed in disaggregated data on prices and quantities.
Specifically, by denoting a generic idiosyncratic innovation by zi,t, i ∈ {ζ(g), ω(g), ζ(v), ω(v)}, we allow
for stochastic volatility with outlier adjustment, according to

zi,t ∼ N
(
0, o2i,t × ehi,t

)
, (25)
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where the log-volatility process follows a random walk

hi,t = hi,t−1 + ςi,t, (26)

with ςi,t ∼ N
(
0, σ2i

)
for i ∈ {ζ(g), ω(g), ζ(v), ω(k)}; the outlier component oi,t is defined as in Stock

and Watson (2016):

oi,t =

{
1 with probability (1− χi);

U[a,b] with probability χi,
(27)

where U[a,b] denotes the uniform distribution with support interval [a, b].
To achieve statistical identification of the common latent supply and demand factors, we apply

the parameter restrictions suggested by Bai and Wang (2015). First, this implies setting the co-
variance matrices of VAR-X innovations Ωd = Ωs = I, thus allowing for only noncontemporaneous
feedback between factors. In addition, we impose restrictions on certain elements of the matrix
of factor loadings in the system of measurement equations in the state-space representation of the
model to fix the rotation of the latent factors. Specifically, the [1, 1] element of the matrix of factor
loadings corresponding to the goods categories must be positive, and the [1, 2] element must equal
zero; the same restrictions apply to the [1, 1] element and the [1, 2] element of the matrix of factor
loadings associated with the services categories.

This requires us to select a “first” (that is, j = 1) goods category and a “first” (that is, k = 1)
services category. To minimize the effects of these assumptions on our results, we select categories
with very small (average) weights in the overall consumption basket—that is, j = 1 = Tobacco

in the case of goods and k = 1 = Gambling in the case of services.6 The restrictions on the [1, 1]

elements are easily satisfied by our theoretically motivated sign restrictions, which imply that λd
1 > 0

and γd
1 > 0. The restrictions on the [1, 2] elements imply that λs

1 = 0 and γs
1 = 0. The former

thus imposes a zero restriction on the factor loading relating the Tobacco quantity index to the
goods supply common factor s(g)t , whereas the latter imposes a zero restriction on the factor loading
relating the Gambling quantity index to the services supply common factor s(v)t .7

The resulting model is estimated with Bayesian methods. Specifically, we use the Gibbs sampler
to simulate the posterior distribution of parameters and latent variables of the model, following the
procedures proposed by Kim and Nelson (1999) and Stock and Watson (2016) for sampling common
factors and stochastic volatility processes, respectively. The identifying restrictions on the factor
loadings, given by equations (15) through (18), are verified at every iteration of the sampler. We
set the lag order of all common factors (m) and idiosyncratic processes (n) as m = n = 2. We use
10,000 iterations for the Gibbs sampler and discard the first 2,000 iterations to allow for “burn-in.”
Additional details on the estimation algorithm are provided in Appendix A.

6Between April 1968 and April 2025, our sample period, Tobacco accounted for 1.07 percent of the overall con-
sumption basket, on average, whereas Gambling accounted for 0.76 percent on average.

7In effect, we are assuming that in these two categories, supply-side fluctuations are due entirely to idiosyncratic—
that is, category-specific—supply shifters. As a robustness check, we first-ordered other “small” consumption cate-
gories, and all the results (available upon request from the authors) were quantitatively and qualitatively very similar
to our baseline results reported in the paper.
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2.2.1 Inflation Decomposition

The preceding framework allows us to decompose price changes in each category of the PCE report
into four underlying components: expected inflation, cyclical sectoral (that is, goods and services)
supply developments, cyclical sectoral demand developments, and idiosyncratic dynamics. In doing
so, we derive the following historical decomposition of disaggregated price changes:

∆pj,t = α(g)
j πE

t−1 + θd
jd

(g*)
t + θs

js
(g*)
t + η(g)

j,t , j = 1, 2, . . . , Ng; (28)

∆pk,t = α(v)
k πE

t−1 + δd
kd

(v*)
t + δs

ks
(v*)
t + η(v)

k,t, k = 1, 2, . . . , Nv, (29)

where the coefficients α(g)
j = θd

jβ
(g)
d + θs

jβ
(g)
s and α(v)

k = δd
kβ

(v)
d + δs

kβ
(v)
s measure the respective

sensitivity of goods- and services-related log-price changes from month t−1 to month t to expected
future inflation as of month t− 1, that is, πE

t−1.
The cyclical sector-specific demand- and supply-related factors, denoted by d(g*)

t , d(v*)
t , s(g*)t , and

s(v*)
t , are then defined as

d(g*)
t = d(g)

t − β(g)
d πE

t−1,

d(v*)
t = d(v)

t − β(v)
d πE

t−1,

s(g*)t = s(g)t − β(g)
s πE

t−1,

s(v*)
t = s(v)t − β(v)

s πE
t−1.

The decomposition in equations (28) and (29) is obtained by substituting equations (19) and
(20) into equations (11) through (14) and rearranging terms. Then, total monthly PCE inflation,
denoted by πt, can be defined as the weighted sum of disaggregated price changes,

πt =

Ng∑
j=1

w̃j,t∆pj,t +

Nv∑
k=1

w̃k,t∆pk,t, (30)

where w̃j,t, j = 1, 2, . . . , Ng and w̃k,t, k = 1, 2, . . . , Nv are the expenditure weights associated with the
different goods- and services-related categories in the PCE report.8 By substituting equations (28)
and (29) into equation (30) and rearranging terms, we can break down total PCE inflation into
common components associated with inflation expectations, cyclical supply- and demand-driven
inflation in the goods and services sectors, and idiosyncratic inflation. It is worth noting that the
same approach can be used to break down the growth in real PCE into the same set of demand,
supply, and idiosyncratic components.

8The category-specific weights in month t correspond to the geometric average of the expenditure shares in
month t− 1 and month t.
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2.2.2 Data and Model Selection

In the estimation, we use monthly data on prices and quantities for 51 PCE categories that are split
into 30 goods-related and 21 services-related categories.9 All category-specific price and quantity
series are seasonally adjusted, and monthly log-differences of both prices and quantities are scaled
by their corresponding (in-sample) standard deviation prior to estimation. Using these data, we
estimate several variants of our SiR-DFM framework that consider modeling choices such as (1) using
near-term versus long-term expected inflation to capture fluctuations in trend inflation, (2) excluding
information about inflation expectations altogether, and (3) extracting only one common demand
and one common supply factor, as opposed to supply and demand factors that differentiate between
goods and services.

In these model-selection exercises, our measure of near-term expected inflation corresponds to
expected inflation over the next 12 months, as reported in the University of Michigan’s Survey of
Consumers. We construct this measure by splicing the monthly median expectation of year-ahead
inflation— the data for which start in January 1978—with the quarterly average expectation of
year-ahead inflation, the data for which go back to the early 1960s. Our measure of long-term
expected inflation is also based on the University of Michigan’s Survey of Consumers and gauges
expected inflation over the next five to 10 years. This series, however, is available at a monthly
frequency only from April 1990 onward. For the earlier time period, we use the quarterly long-term
expected inflation series from the Federal Reserve Board’s FRB/US database (see Brayton and
Tinsley, 1996).10 Combining our measure of near- and long-term inflation expectations with the
disaggregated PCE data then determines our sample period, which runs from January 1968 through
April 2025.

For each estimated model, we compute the deviance information criterion (DIC), a hierarchical
modeling generalization of the Akaike information criterion (AIC) employed in frequentist inference.
Table 1 reports this “goodness-of-fit” criterion (smaller is better) for the various specifications we
consider. The first three rows of the table consider SiR-DFM specifications with only one common
supply and one common demand factor—that is, these specifications do not allow for potentially
different aggregate dynamics between goods- and services-related PCE categories. Within this class,
the specification with the smallest DIC corresponds to the specification that includes near-term
expected inflation in the transition equations (19) and (20).11

The next three rows of the table consider SiR-DFM specifications that allow for differential
aggregate supply and demand dynamics between goods- and services-related PCE categories. Note

9The 51 PCE categories used in the estimation correspond to the so-called Level 4 disaggregation, which includes
a total of 53 categories. As is typical, our analysis excludes the two Level 4 categories with occasionally negative ex-
penditure weights, namely Net Expenditures Abroad by US Residents and Net Foreign Travel (see Sheremirov,
2022; Shapiro, 2024). The expenditure weights of the remaining 51 categories are then re-normalized to sum to one.
Table B-1 in Appendix B lists the PCE categories used in the analysis.

10When converting quarterly expectations series to monthly frequency, we assign the quarterly value to all three
months of the quarter. Figure B-1 in Appendix B shows the near- and long-term inflation expectations series used
in the estimation.

11In this case, the transition equations (19) and (20) follow univariate—as opposed to bivariate—autoregressive
processes.
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Table 1: Model Selection

SiR-DFM Specification
Supply Factors Demand Factors Inflation Expectations DIC

1 1 none 181482.999
1 1 near term 181345.321
1 1 long term 181491.132
2 2 none 179122.839
2 2 near term 178575.863
2 2 long term 178280.699∗

Note: Estimation period: monthly data from January 1968 through April 2025. The entries in the table list
the deviance information criteria (DIC) implied by the different SiR-DFM specifications. Specifications with
two factors (rows 1 through 3) estimate only a single common supply and a single common demand inflation
factor. Specifications with four factors (rows 4 through 6) estimate two common supply (goods and services)
and two common demand (goods and services) inflation factors. * denotes the model specification with the
smallest DIC.

first that regardless of whether the transition equations of these specifications include near-term,
long-term, or no inflation expectations, the resulting DICs are uniformly smaller compared with
specifications in which common factors are not distinguished as goods- versus services-related; this
indicates that the goods-versus-services distinction is an important feature of our data that needs
to be accounted for in the estimation. Second, a SiR-DFM specification that incorporates long-
term inflation expectations into transition equations (19) and (20) yields the smallest DIC overall,
providing the best description of the data, according to this metric.12

3 Main Results

This section presents our main results, starting with the estimates of the common supply and
demand factors associated with goods and services. We then present a historical decomposition of
PCE inflation based on our estimated factors followed by a closer examination of inflation dynamics
during and following the pandemic-era inflation surge.

3.1 Inflation Factors and Historical Decomposition of PCE Inflation

Figure 1 shows our estimates of the inflation factors, with Panel A focusing on the two demand
factors and Panel B on the two supply factors; for ease of visual representation, we plot the esti-
mated monthly factors as 12-month moving averages.13 As shown in Panel A, the inflation factors

12Notably, as a matter of theory, the near-term inflation expectations should factor in households’ wage negotiations
and firms’ pricing decisions. Estimating how fluctuations in near-term inflation expectations affect trend inflation,
however, has proven to be difficult, in large part because survey-based measures of near-term inflation expectations are
highly correlated with past inflation, which blurs their direct impact on inflation dynamics (see Hajdini, 2023). At the
same time, other research has found that survey-based measures of long-term inflation expectations can significantly
sharpen estimates of trend inflation compared with other popular alternatives (see Chan et al., 2018).

13Figures C-1 and C-2 in Appendix C show the estimates of the four monthly common factors along with their
[P10,P90] credible intervals, which indicate that they are estimated with a considerable degree of precision. Figures C-
3 through C-6 show the estimates of the corresponding factor loadings, and Figures C-7 and C-8 show the estimated
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Figure 1: Inflation Factors
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Note: Monthly data from March 1969 through April 2025. The lines in Panel A show the 12-month moving average
of the medians of the posterior distribution of the common goods demand (d(g)

t ) and the common services demand
(d(s)

t ) factors; the lines in Panel B depict the 12-month moving average of the medians of the posterior distribution
of the common goods supply (s(g)

t ) and the common services supply (s(s)
t ) factors. The shaded vertical bars depict

recessions as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Federal Reserve Board, and
the University of Michigan.

associated with demand for goods and with demand for services display two key features. First,
the estimates of the two demand factors are almost always positive, an indication of the upward
pressure that rising demand exerts on inflation and a pattern implied by equations (4) and (6).

time-varying (log) variances and the estimated occurrence and size of the outliers in the innovations associated with
the category-specific idiosyncratic AR(2) processes in equations (21) through (24).
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Second, the services demand factor is notably more persistent than the goods demand factor—even
when the two factors are smoothed using a moving-average filter—a reflection, in part, of the higher
labor intensity of services.

The inflation factors associated with the supply of goods and the supply of services are shown
in Panel B. Unlike their demand counterparts, the supply factors tend to exhibit mostly negative
values. This pattern is consistent with the upward pressure that contracting supply is expected
to exert on inflation, according to equations (4) and (8). As with the demand factor, the services
supply factor exhibits a notably greater persistence than the goods supply factor.

Common to all four inflation factors is a time-varying trend: downward in the case of demand
factors and upward in the case of supply factors. This low-frequency variation in the estimated
factors can be captured in part by the evolution of long-term inflation expectations over our sam-
ple period (see Figure B-1 in Appendix B). According to our estimation results (see Figure C-9
in Appendix C), the posterior median of the coefficient vector βd =

[
β(g)

d β(v)
d

]′ on πE
t−1 in equa-

tion (19) is positive, whereas the posterior median of the coefficient vector βs =
[
β(g)

s β(v)
s

]′ on
πE
t−1 in equation (20) is negative. The former result implies that a decline in long-term expected

inflation in month t− 1 is associated with a decrease in common goods and services demand factors
during the subsequent month, while the same decline in long-term expected inflation is associated
with a subsequent increase in common goods and services supply factors, according to the latter
result. Because longer-term inflation expectations are a critical factor in determining the average
inflation rate over time, the difference between the estimated factors and the inflation-expectations
component captures cyclical fluctuations in the underlying supply and demand conditions for goods
and services.14

Understanding these cyclical sources of inflation dynamics in a regime of well-anchored inflation
expectations is paramount to the effective conduct of monetary policy because inflation caused by
receding aggregate supply creates tradeoffs that do not exist when inflation is caused by rising
aggregate demand. Specifically, when inflation results from rising demand, monetary policy can
stabilize the economy by bringing demand back down to its sustainable level, thereby simultaneously
making progress toward both stable prices and full employment. However, when inflation is due to
a contraction in supply, monetary policy can stabilize prices only by pushing employment below full
employment. Using the estimated factors, we separate persistent common inflation components from
idiosyncratic category-specific inflation fluctuations, given that the former are especially relevant
for the conduct of monetary policy (see Borio et al., 2021).

Figure 2 shows the historical decomposition of 12-month total PCE inflation from March 1969
14Figure C-10 in Appendix C shows the estimates of the coefficients α(g)

j = θd
jβ

(g)
d + θs

jβ
(g)
s , j = 1, 2, . . . , Ng, and

α(v)
k = δd

kβ
(v)
d + δs

kβ
(v)
s , k = 1, 2, . . . , Nv, which measure the sensitivity of category-specific standardized log price

changes from month t − 1 to month t to πE
t−1, expectations of inflation over the next five to 10 years based on

information available as of month t − 1. While these estimates exhibit considerable heterogeneity across categories,
especially within a broad services category, the weighted median of the posterior medians across the 30 goods categories
(Panel A) is quite similar to the weighted median of the posterior medians across the 21 services categories (Panel B).
According to these estimates, an increase in long-term expected inflation of 1 standard deviation (about 1.5 percentage
points) in month t is associated with an increase of roughly one-tenth of a standard deviation, on balance, in monthly
inflation rates in both broad consumption categories during the subsequent month.
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Figure 2: Historical Decomposition of Inflation
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Note: Monthly data from March 1969 through April 2025. The black line shows the 12-month total PCE inflation,
and the colored areas show the estimated contributions of inflation expectations, the different supply- and demand-
side components, and the idiosyncratic component.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Federal Reserve Board, and
the University of Michigan.

through April 2025 based on the estimated factors shown in Figure 1.15 Demand-driven contribu-
tions to inflation, shown by the dark red and light red areas, tend to be positive and sizable. This
is particularly the case for the demand of services. However, the magnitude of demand contribu-
tions has evolved over time; they were more prominent from the 1970s to the Great Recession and
somewhat smaller from 2010 to 2020.

Increases in supply-driven contributions to inflation, shown by the dark blue and light blue areas
in Figure 2, often follow increases in commodity prices. This was the case not only in the 1970s and
early 1980s, a period that includes two oil-price shocks, but also during the Great Recession, when
supply-driven inflation offset demand-driven deflation. Indeed, a surge in oil prices can explain the
so-called missing disinflation during this period.16 Our decomposition indicates that, starting in
the mid-1980s, inflation driven by goods supply was low—often below zero—a period that coincided
with a notable pickup in productivity growth. The expansion of international trade in the 2000s
and 2010s likely played a role in further dampening supply-driven goods inflation.

Note that the estimated contribution of the inflation expectations component, the yellow area,
has been essentially constant—at about 2 percent—since the mid-1990s and barely budged during

15The sum of our estimated contributions does not exactly equal the actual PCE inflation at each point in time,
though it is extremely close. The tiny discrepancy primarily reflects the fact that our sample omits two PCE cate-
gories (that is, Net Expenditures Abroad by U.S. Residents and Net Foreign Travel) with occasionally negative
expenditure weights.

16For example, Coibion and Gorodnichenko (2015) argue that an increase in oil prices resulted in a material increase
in short-term inflation expectations, as consumers tend to be particularly attentive to salient prices such as gasoline
prices.
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the recent spike in inflation. This pattern stands in sharp contrast to the one that prevailed during
the Great Inflation of the 1970s and early 1980s, when inflation expectations’ contribution to total
inflation was much more significant.17 The difference between the two periods reflects the Federal
Reserve’s credible commitment to price stability following the so-called Volcker disinflation and
underscores the macroeconomic benefits of stable long-term inflation expectations (see Bernanke,
2007).

3.2 Pandemic-era Inflation Dynamics

Our methodology provides novel and nuanced insights into the highly unusual and complex pandemic-
era inflation dynamics by sharply delineating when and the extent to which inflation during this
period was driven by either supply or demand factors. Figure 3 zooms in on the recent period
through April 2025, with Panel A focusing on three-month (annualized) inflation rates to better
illustrate the various phases, and with Panel B depicting the associated decomposition of the three-
month (annualized) growth in real consumption.

Over the first few months of the pandemic—as widespread business closures and mobility restric-
tions went into effect—common demand and common supply both collapsed. As shown in Panel A,
these two developments had roughly opposite effects on inflation, resulting, on net, in a deflation
of about 2 percent on the three-month annualized basis by the late spring of 2020. The deflation-
ary impact of the pandemic-induced collapse in common demand and supply is also evident in a
massive contraction in real PCE over the same period, as shown in Panel B. Not surprisingly, the
sharp contraction in consumer spending was primarily due to a substantial pullback in the demand
for services and the corresponding reduction in services supply, as fear of the virus kept people at
home and businesses shut down.18

The recovery and relief legislation enacted in March and April 2020, along with the relaxation
in May of some restrictions on economic activity, led to a sharp rebound in consumer demand—
for both goods and services—over the summer and early autumn (Panel B), boosting inflation to
about 4 percent (Panel A).19 This pent-up demand, however, subsided quickly, while the continued
improvement in the supply of both goods and services helped restrain the initial inflationary impulse.
In fact, by the end of 2020, inflation on a three-month annualized basis was essentially back to the
Federal Reserve’s 2 percent target, and consumption growth was at its pre-pandemic pace.

17This finding is consistent with research that has found that the “unanchoring” of inflation expectation during this
period—together with adverse supply shocks—boosted inflation expectations, allowing high inflation to persist and
become embedded in the economy vis-à-vis wage- and price-setting behavior (see Ireland, 2007; Ball and Mazumder,
2011).

18Note that the goods demand was much less affected—and only briefly so—during this period, according to our
estimates. While most consumers followed the orders that restricted them from leaving their homes—other than
to purchase essential items from grocery stores or pharmacies—significant “panic buying” nevertheless took hold, in
some cases forcing retailers to limit the number of purchases of high-demand goods. Demand for goods during this
period was also bolstered by a significant consumer switch to online sales channels (see Young et al., 2022).

19Most important among the early fiscal measures aimed at blunting the economic damage of the pandemic was
the $2.2 trillion stimulus bill called the Coronavirus Aid, Relief, and Economic Security (CARES) Act, which the
U.S. Congress passed on March 25, 2020, and President Trump signed into law two days later.
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Figure 3: Inflation and Consumption Growth during the Pandemic
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Note: Monthly data from January 2018 through April 2025. The black line in Panel A shows the three-month
(annualized) total PCE inflation, and the colored areas show the estimated contributions of inflation expectations,
the different supply- and demand-side components, and the idiosyncratic component. The black line in Panel B
shows the three-month (annualized) growth of (real) PCE, and the colored areas show the estimated contribution
of the same components.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Federal Reserve Board, and
the University of Michigan.

The Federal Reserve’s massive monetary stimulus put in place in March and April of 2020—
which included interest rate cuts, forward guidance, a significant expansion of its balance sheet, and
regulatory changes—combined with the additional relief and recovery legislation enacted in Decem-
ber 2020 and early 2021 gave the recovery an added boost.20 According to our estimates, demand-

20See Clarida et al. (2021) for a detailed description of the Federal Reserve’s policy response during the pandemic.

16



driven spending on both goods and services jumped notably in the spring of 2021 (Panel B), helping
to push inflation above 6 percent by mid-year (Panel A). These dynamics are contrary to “Team
Transitory’s” argument that the rise in inflation over this period was primarily due to supply-side
factors, reflecting lingering pandemic bottlenecks and increased costs of producing and distributing
goods more generally—if anything, our estimates indicate a supply-driven goods disinflation over
this period.

Aggregate supply conditions did start to worsen over the second half of 2021, attenuating the
decline in inflation resulting from the diminution of idiosyncratic price pressures and a moderation
in demand-driven goods inflation (Panel A). Inflation driven by demand for services, by contrast,
proved to be substantially stickier, a result consistent with the slow resolution of pandemic-induced
labor shortages, which were especially severe in the services sector. The emergence of the Omicron
variant of COVID-19 in late 2021 delivered another adverse shock to the already-strained aggregate
supply conditions. Omicron’s high transmissibility exacerbated the preexisting labor shortages, not
only in the service sector but also in manufacturing and logistics-related industries such as trucking
and shipping.

With inflation clearly on the loose, the Federal Reserve’s Federal Open Market Committee
(FOMC), at its December 2021 meeting, removed the word “transitory” from its post-meeting state-
ment, accelerated the tapering of asset purchases, and signaled that the tapering pace would likely
evolve in a manner that would end purchases by March 2022. In early 2022, the sharp rise in in-
fections globally led to border closures and international travel restrictions as well as to widespread
factory shutdowns, especially in China, where the government imposed a strict “zero-COVID” policy
that included mass lockdowns. The ensuing production and shipping disruptions led to acute short-
ages of key manufacturing components and significantly extended order backlogs for electronics,
cars, and other products. If that were not enough, Russia’s invasion of Ukraine in late February
2022 sent global food and energy prices soaring. These negative supply developments collided with
the elevated and persistent demand for both goods and services and helped push the three-month
annualized inflation above 8 percent by mid-2022, according to our estimates (Panel A).

The Federal Reserve’s response to these developments was swift and aggressive. In January 2022,
the FOMC statement noted that “with inflation well above 2 percent and a strong labor market, the
Committee expects it will soon be appropriate to raise the target range for the federal funds rate.”
Indeed, in March, the FOMC ended net asset purchases and lifted the target range off the effective
lower bound and, over the remainder of the year, raised the target range a total of 425 basis points,
from a 0.0 to 0.25 percent range to a 4.25 to 4.5 percent range.

Our estimates indicate that the notable deceleration in PCE prices at the end of 2022 was en-
tirely due to idiosyncratic factors, as common demand- and supply-side pressures remained elevated
(Panel A). During the first half of 2023, with inflation still well above the Federal Reserve’s 2 percent
target and with labor market conditions remaining very tight, the FOMC continued to raise the

On the fiscal side, the most significant policy response was the American Rescue Plan of 2021, a $1.9 trillion stimulus
package signed into law by President Biden on March 11, 2021.
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target range for the federal funds rate, though at a slower pace than in the latter part of 2022.21

With time, however, the effects of the cumulative monetary tightening started to appear in the
aggregate components. Demand-driven goods inflation moderated relatively quickly, followed by a
more gradual slowing of demand-driven services inflation. As global supply chains started to stabi-
lize after the severe disruptions of the previous few years, positive supply developments—especially
of goods supply—also contributed to a decline in inflation over the second half of 2023 and early
2024.

We have focused thus far on disentangling common supply and demand forces that shaped
the pandemic-era inflation dynamics. While these common forces explain a large portion of the
variation in inflation over this period, there is also an idiosyncratic component (the gray area in
Panel A of Figure 3) that at times significantly affected total PCE inflation.22 This component
reflects factors specific to a particular category of goods or services and may involve category-
specific demand and/or supply developments. For example, our model attributes to idiosyncratic
inflation a one-time change in energy prices that is quickly reverted and that does not spill over
into other categories—a so-called relative price shock.

To disentangle the impact of relative supply and demand shocks on corresponding idiosyn-
cratic price developments, we estimate category-specific structural Bayesian VAR (BVAR) models
composed of our estimated idiosyncratic fluctuations in quantities and prices and identify the associ-
ated structural supply and demand shocks via sign restrictions. Formally, we consider the following
category-specific BVAR:[

ξ̃i,t

η̃i,t

]
= Bi,0 +Bi,1

[
ξ̃i,t−1

η̃i,t−1

]
+ · · ·+Bi,r

[
ξ̃i,t−r

η̃i,t−r

]
+

[
+ +

− +

]
︸ ︷︷ ︸

Ai

[
e(s)i,t

e(d)i,t

]
,

where ξ̃i,t denotes our model-implied estimate of the idiosyncratic (real) consumption one-month
growth in PCE category i, η̃i,t denotes the corresponding idiosyncratic one-month inflation, and e(s)i,t

and e(d)i,t are the category-specific (that is, relative) supply and demand shocks, respectively.23

The latter two structural innovations, collected in the vector ei,t =
[
e(s)i,t e

(d)
i,t

]′, are assumed to

21The slowdown in the pace of policy firming was importantly motivated by the emergence of banking-sector strains
in March 2023, which led to a notable tightening of credit conditions for many businesses and households. All told,
the FOMC raised the federal funds rate target range 25 basis points at its January, March, and May 2023 meetings;
at its June 2023 meeting, it held the range steady at the 5.0 to 5.25 percent, where it remained until September 2024.

22As Borio et al. (2023) documented extensively, the establishment of credible monetary policy frameworks, resulting
in low and stable inflation, has been accompanied by a marked decrease in the co-movement of prices across finely
disaggregated sectors of the economy. Consequently, idiosyncratic (or sector-specific) price changes have emerged
as a more significant driver of fluctuations in aggregate price indexes under these conditions. This empirical trend
is mirrored in our inflation decomposition, which shows that the estimated idiosyncratic inflation component was
responsible for more than 85 percent of the variance in monthly PCE inflation from the mid-1990s to the end of
2019—a period of low and stable inflation—in contrast to roughly 45 percent in earlier years.

23In a slight abuse of our earlier notation, we omit the distinction between goods (j = 1, 2, . . . , Ng) and services
(k = 1, 2, . . . , Nv) categories (see equations 11 through 14) when specifying the category-specific BVARs because they
are estimated separately for each i = 1, 2, . . . , (Ng+Nv); following Shapiro (2024), we set the category-specific BVAR
lag length r = 12, for all i.
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Figure 4: Idiosyncratic Inflation during the Pandemic
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Note: Monthly data from January 2018 through April 2025. The black line shows the three-month (annualized)
total idiosyncratic PCE inflation implied by our model (the gray area in Panel A of Figure 3), and the colored areas
show the estimated contributions of goods- and services-related supply and demand shocks.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Federal Reserve Board, and
the University of Michigan.

be normally distributed, ei,t ∼ N
(
0, I
)
, and the entries of the impact multiplier matrix Ai are

“sign-restricted,” following the approach of Giannone and Primiceri (2024). This implies that a
positive supply shock specific to a consumption category leads to a decrease in a relative price in
that category and an increase in the corresponding quantities; a category-specific demand shock, on
the other hand, is assumed to increase both the relative price and quantities. This framework thus
allows us to decompose category-specific price changes that are orthogonal to our estimated common
supply and demand factors into category-specific supply- and demand-side contributions. Given the
expenditure weights associated with each category, we then aggregate those contributions to obtain
a breakdown of total idiosyncratic inflation into its respective supply and demand contributions.

The results of this exercise, corresponding to the decomposition of pandemic-era inflation, are
shown in Figure 4.24 These estimates indicate a significant disinflation in the idiosyncratic compo-
nent of total PCE inflation at the onset of the COVID-19 pandemic. As shown by the black line,
over the three months ending in April 2020, total idiosyncratic prices fell at an annual rate of about
4.5 percent. According to our decomposition, this drop in idiosyncratic prices was primarily driven
by the idiosyncratic demand-driven goods disinflation (the dark red bars) and the idiosyncratic
supply-driven services disinflation (the light blue bars).

The rebound in the idiosyncratic demand-driven goods inflation during the summer and autumn
of 2020 contributed notably to the burst in total idiosyncratic inflation during this period. While

24Analogous to Figure 2, Figure C-11 in Appendix C shows the decomposition of 12-month total idiosyncratic PCE
inflation over the entire sample period.
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Figure 5: Net Contributions of Idiosyncratic Price Changes

New motor vehicles
Net purchases of used motor vehicles

Motor vehicle parts & accessories
Furniture & furnishings
Household appliances

Glassware, tableware & household utensils
Tools & equipment for house & garden

Video, audio, photographic & information processing equipment & media
Sporting equipment, supplies, guns & ammunition

Sports & recreational vehicles
Recreational books

Musical instruments
Jewelry & watches

Therapeutic appliances & equipment
Educational books

Luggage & similar personal items
Telephone & related communication equipment

Food & nonalcoholic beverages purchased for off-premises consumption
Alcoholic beverages purchased for off-premises consumption

Food produced & consumed on farms
Garments

Other clothing materials & footwear
Motor vehicle fuels, lubricants & fluids

Fuel oil & other fuels
Pharmaceutical & other medical products

Recreational items
Household supplies

Personal care products
Tobacco

Magazines, newspapers & stationery

2018 2019 2020 2021 2022 2023 2024

[0.509,5.942)

[0.246,0.509)

[0.158,0.246)

[0.115,0.158)

[0.077,0.115)

[0.052,0.077)

[0.033,0.052)

[0.016,0.033)

[0.004,0.016)

[-0.002,0.004)

[-0.013,-0.002)

[-0.028,-0.013)

[-0.048,-0.028)

[-0.072,-0.048)

[-0.095,-0.072)

[-0.126,-0.095)

[-0.173,-0.126)

[-0.270,-0.173)

[-0.510,-0.270)

[-12.288,-0.510)

(annualized)
Percentage points

A. PCE goods categories

Housing
Household utilities

Outpatient services
Hospital & nursing home services

Motor vehicle services
Public transportation

Membership clubs, sports centers, parks, theaters & museums
Audio-video, photographic & information processing equipment services

Gambling
Other recreational services

Food services
Accommodations
Financial services

Insurance
Communication

Education services
Professional & other services

Personal care & clothing services
Social services & religious activities

Household maintenance
Final consumption expenditures of nonprofit institutions serving households

2018 2019 2020 2021 2022 2023 2024

[0.900,3.428)

[0.586,0.900)

[0.381,0.586)

[0.252,0.381)

[0.182,0.252)

[0.123,0.182)

[0.078,0.123)

[0.049,0.078)

[0.030,0.049)

[0.005,0.030)

[-0.019,0.005)

[-0.046,-0.019)

[-0.076,-0.046)

[-0.123,-0.076)

[-0.171,-0.123)

[-0.228,-0.171)

[-0.320,-0.228)

[-0.429,-0.320)

[-0.670,-0.429)

[-2.676,-0.670)

(annualized)
Percentage points

B. PCE services categories

Note: Monthly data from January 2018 through April 2025. The heatmap in Panel A shows the estimated net
contributions to the three-month (annualized) total idiosyncratic PCE inflation (the black line in Figure 4) from
the PCE goods categories, whereas the heatmap in Panel B shows the estimated net contributions from the PCE
services categories.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.

this inflationary impulse faded by the end of the year, idiosyncratic price pressures broadened
appreciably in 2021, contributing to the renewed rise in idiosyncratic inflation and, by extension, to
the acceleration in total PCE prices. The adverse supply developments that emerged in 2022 at the
aggregate level are also evident at the idiosyncratic level—especially in the goods sector (the dark
blue bars)—which bolstered total idiosyncratic inflation over this period.
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Figure 5 looks “under the hood” of these idiosyncratic price fluctuations. Specifically, the
heatmap in Panel A shows the estimated net contributions to the three-month (annualized) total id-
iosyncratic inflation from each of the 31 goods categories, whereas Panel B shows the corresponding
contributions from each of the 21 services categories. A category-specific net contribution corre-
sponds to the sum of the estimated demand- and supply-driven idiosyncratic three-month log-price
changes in that category, weighted by the appropriate expenditure share.25

Unsurprisingly, the category-specific net contributions to total idiosyncratic inflation are noisy,
both in the cross-sectional and time-series dimensions. Nevertheless, some suggestive patterns
emerge from this analysis. As shown in Panel A, our decomposition identifies large negative net
contributions from the PCE goods categories Garments, Motor Vehicle Fuels, Lubricants &

Fluids, Recreational Items, and Fuel Oil & Other Oils as chief culprits behind the drop in
idiosyncratic demand-driven goods inflation early in the pandemic. The concomitant downward
pressure from the idiosyncratic supply-driven prices in the services sector, on the other hand, is
importantly due to Public Transportation and Accommodations categories, according to Panel B.
These results are consistent with the significant and sudden reduction in travel and commuting
during the early stages of the pandemic.

The 2021 run-up in idiosyncratic inflation owed substantially to its goods-demand component, as
evidenced by lengthy “red streaks” in many goods categories during this period. Also notable is that,
starting in mid-2021, net contributions of idiosyncratic housing inflation turned markedly positive,
a trend that persisted well into 2024.26 The pandemic significantly affected housing preferences,
including a preference for larger homes and increased demand for second homes, factors that boosted
the overall housing demand and home prices. While total idiosyncratic inflation started to recede
in the second half of 2022, idiosyncratic housing inflation continued to increase, on net, for another
two or so years, reflecting the lagged impact of these pandemic-related shifts.

4 External Validation

In this section, we present several exercises that provide external validation of our estimated supply
and demand factors and their contributions to inflation. First, we compare our estimates of cyclical
supply- and demand-driven inflation with commonly used measures of aggregate demand and supply
conditions. Second, we assess the dynamic responses of supply- and demand-driven inflation to well-
identified external supply and demand shocks.

25The heatmaps in Figures C-12 and C-13 in Appendix C, show the corresponding estimates of demand- and
supply-driven gross contributions in the goods and services sectors, respectively.

26The Housing category accounts for about 15 percent of PCE, and the associated price index measures both rent
for primary residences and the owners’ equivalent rent, which estimates what homeowners would pay if they were
renting.
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4.1 Comparison with Macroeconomic Indicators

On the supply side, we examine the co-movement between our estimate of cyclical supply-driven
inflation and labor productivity, as measured by deviations in (real) output per hour in the U.S.
nonfinancial corporate sector from its trend. On the demand side, we compare how our estimate
of cyclical demand-driven inflation co-moves with labor market slack, as measured by deviations
of the unemployment rate from its natural rate. Total supply-driven inflation corresponds to the
sum of the contributions associated with the goods supply and services supply inflation factors
(the blue areas in Figure 2), whereas total demand-driven inflation corresponds to the sum of the
contributions associated with the goods and services demand inflation factors (the red areas in
Figure 2).27

The results of this exercise are reported in Figure 6. As shown in Panel A, periods of elevated
supply-driven inflation correspond generally to periods of below-trend productivity growth. Not
surprisingly, many of these episodes occur around recessions. However, the negative co-movement
between the two series is also evident during economic expansions, a pattern consistent with a
disinflationary impact of supply conditions when labor productivity runs persistently above trend.28

Panel B shows the co-movement between demand-driven inflation and labor market slack. For
the most part, our estimate of demand-driven inflation corresponds closely with the inverse of the
unemployment gap, implying that labor market tightness is positively associated with demand-
driven inflation.29 All told, these simple exercises provide prima facie evidence that supports our
interpretation of how the estimated inflation factors capture the aggregate supply- and demand-side
price pressures.

4.2 Responsiveness to External Shocks

Our next set of external validation exercises considers the impact of well-identified external supply-
and demand-side shocks on our estimates of demand- and supply-driven inflation. The maintained
hypothesis underlying this exercise is that our estimated supply-driven inflation should respond
strongly to supply-side shocks and be relatively insensitive to demand-side shocks. Conversely, our
demand-driven inflation should be particularly sensitive to demand-side disturbances and be largely
unaffected by supply-side disturbances.

27Because labor productivity data are quarterly, we convert all monthly series (that is, supply- and demand-driven
inflation and the unemployment rate) to a quarterly frequency. We estimate trend labor productivity using a Hodrick
and Prescott (1997) filter with the “smoothing” parameter λ = 10, 000, and we use the natural rate of unemployment
estimated by the U.S. Congressional Budget Office to compute the unemployment gap, a standard measure of labor
market slack. To avoid the distortionary effects of highly atypical pandemic-induced gyrations in macroeconomic
series, we restrict the analysis to the 1968:Q2–2019:Q4 period.

28The correlation between the two series over the 1968:Q2–2019:Q4 period is −0.48 (p < .001). The corresponding
correlations for the supply-driven goods inflation and supply-driven services inflation are −0.38 (p < 0.001) and −0.50
(p < .001), respectively.

29The correlation between the two series over the full sample period is −0.47 (p < .001). The corresponding
correlations for the demand-driven goods inflation and demand-driven services inflation are 0.36 (p < 0.001) and 0.47
(p < .001), respectively. We obtain very similar results when using the output gap in place of the unemployment gap
to measure the degree of slack in the economy.
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Figure 6: Cyclical Dynamics of Supply- and Demand-driven Inflation

-4

-3

-2

-1

0

1

2

3

4 Percentage points (four-quarter M
A)

-4

-3

-2

-1

0

1

2

3

4

Pe
rc

en
t

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020

Four-quarter supply-driven inflation (LHS) Cyclical labor productivity (RHS)

A. Supply-driven inflation and labor productivity

-6

-3

0

3

6

Percentage points (four-quarter M
A)

-1

0

1

2

3

Pe
rc

en
t

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020

Four-quarter demand-driven inflation (LHS) Unemployment gap (RHS, inverted scale)

B. Demand-driven inflation and labor market slack

Note: Quarterly data from 1969:Q1 through 2019:Q4. The lines in Panel A show the four-quarter cyclical supply-
driven inflation and the four-quarter moving average of deviations of (real) output per hour in the U.S. nonfinancial
corporate sector from its estimated trend. The lines in Panel B show the four-quarter cyclical demand-driven
inflation and the four-quarter moving average of the unemployment gap. The shaded vertical bars depict recessions
as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Bureau of Labor Statistics,
the Congressional Budget Office, the Federal Reserve Board, and the University of Michigan.

We formally test this hypothesis using the local projections methodology proposed by Jordà
(2005). Specifically, letting shockt denote an identified external shock in month t, either from a
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demand or supply side, we consider the following regression specification:

πt−1:t+h = α(h) + β(h) × shockt +

12∑
p=1

x′
t−pγ

(h)
p + ε(h)t+h; h = 0, 1, . . . ,H, (31)

where πt−1:t+h denotes the cumulative demand- or supply-driven inflation—for goods, services, and
total—from month t− 1 to month t+ h, and xt−p, p = 1, 2, . . . , 12, is a vector of control variables
included to filter out the impact of macroeconomic conditions on our estimates of supply- and
demand-driven inflation; these controls include the log of the total PCE price index, the civilian
unemployment rate, the one-year and 10-year (nominal) Treasury yields, the excess bond premium
of Gilchrist and Zakrajšek (2012), the log of the S&P 500 total return index, and the log of the overall
commodity spot price index from the Commodity Research Bureau. We estimate specification (31)
by OLS and use the heteroscedasticity-robust asymptotic covariance matrix to gauge the statistical
significance of the local projections impulse responses—that is, the sequence of estimated coefficients
β̂(h), h = 0, 1, . . . ,H.

We begin the analysis with the oil supply news shocks of Känzig (2021), which are identified
using movements in oil futures prices around Organization of the Petroleum Exporting Countries
(OPEC) announcements. These shocks are scaled to represent an increase in the real price of oil
of 10 percent upon impact. In the estimation, we use monthly shock series from January 1985
through December 2019. Our sample thus excludes the period of unstable inflation expectations
and structural changes in the conduct of monetary policy during the 1970s and early 1980s, as well
as the highly unusual macroeconomic dynamics during the COVID-19 pandemic.

Figure 7 plots the estimated responses, with Panel A focusing on the supply-driven inflation
and Panel B on the demand-driven inflation. As shown in Panel A, an oil news shock that raises
the real price of oil by 10 percent upon impact induces a persistent and significant increase—in
both economic and statistical terms—in the supply-driven component of total PCE inflation over
the subsequent two years. According to our estimates, the increase in total common supply-driven
inflation (the left panel) accumulates to about 15 basis points about 20 months after the shock. This
adverse supply shock affects the supply-driven goods inflation (the middle panel) and the supply-
drive services inflation (the right panel) to the same extent, though the response of supply-driven
services inflation is somewhat more persistent. By contrast, as shown in Panel B, negative oil news
supply shocks have no discernible effect on our estimates of demand-driven inflation—the estimated
responses are trivial in economic terms and statistically indistinguishable from zero.

To examine how demand-side disturbances affect the dynamics of supply- and demand-driven in-
flation, we turn to monetary policy shocks, as identified by Nunes et al. (2022) using high-frequency
interest rate changes around FOMC announcements.30 These shocks are scaled so that a contrac-

30This approach follows a well-established literature that uses changes in interest rates or interest rate futures in
narrow windows bracketing FOMC announcements to isolate monetary policy surprises (see Kuttner, 2001; Gürkay-
nak et al., 2005). However, as Jarociński and Karadi (2020) and Miranda-Agrippino and Ricco (2021) point out,
such surprises reflect a combination of “pure” monetary policy shocks—that is, the Federal Reserve’s unanticipated
deviations from its usual stance—and “information” shocks capturing the Federal Reserve’s reactions to its private
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Figure 7: The Impact of an Adverse Oil Supply News Shock
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B. Demand-driven inflation

Note: Sample period: monthly data from January 1985 through December 2019. The lines in Panel A show the
estimated responses of total, goods, and services cumulative supply-driven inflation over the specified horizon to an
adverse oil supply news shock that increases the real price of oil by 10 percent upon impact (that is, in month 0); the
lines in Panel B show the estimated responses of total, goods, and services cumulative demand-driven inflation over
the specified horizon to the same shock. The shaded bands depict the associated 95 percent confidence intervals.

tionary (expansionary) monetary policy shock represents an increase (decrease) of 25 basis points
in the one-year nominal Treasury yield upon impact; as in the case of oil supply news shocks, we
estimate specification (31) using monthly data from January 1985 through December 2019.

Figure 8 presents the results of this exercise, with Panel A depicting responses of demand-driven
inflation and Panel B depicting the corresponding responses of supply-driven inflation. As shown in
Panel A, total common demand-driven inflation (the left panel) declines quickly and persistently in
response to an unanticipated tightening of monetary policy: A policy-induced increase in the one-
year Treasury yield of 25 basis points in month zero reduces the cumulative total demand-driven
inflation by almost 15 basis points after 12 months.

Most of the disinflation in total common demand-driven inflation in response to a contractionary
monetary policy shock is accounted for by a persistent decline in the services component of total
demand-driven inflation (the right panel), which is estimated to decline over the entire response
horizon. The response of demand-driven goods inflation (the middle panel), by contrast, is more

assessment of the economic outlook. Nunes et al. (2022) use information on changes in interest rate expectations
around macroeconomic news data releases—in addition to changes around FOMC announcements—to obtain mone-
tary policy shocks that are purged of the information effect.
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Figure 8: The Impact of a Contractionary Monetary Policy Shock
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B. Supply-driven inflation

Note: Sample period: monthly data from January 1985 through December 2019. The lines in Panel A show the
estimated responses of total, goods, and services cumulative demand-driven inflation over the specified horizon
to a contractionary monetary policy shock that increases the one-year nominal Treasury yield by 25 basis points
upon impact (that is, in month 0); the lines in Panel B show the estimated responses of total, goods, and services
cumulative supply-driven inflation over the specified horizon to the same shock. The shaded bands depict the
associated 95 percent confidence intervals.

concentrated at near-term horizons. The greater sensitivity of demand-driven services inflation to
monetary policy is consistent with the results of Stock and Watson (2020), who document that
prices of services tend to be more sensitive to economic fluctuations—that is, they are “cyclically
sensitive.”

As shown in Panel B, monetary policy has little effect on total common supply-driven inflation
(the left panel). There is a modest, statistically significant uptick in total supply-driven inflation
immediately following a contractionary monetary policy shock, driven entirely by a policy-induced
rise in supply-driven goods inflation (the middle panel). These dynamics are consistent with the
presence of the so-called cost channel of monetary policy, whereby policy-induced changes in in-
terest rates directly affect firms’ production costs, particularly when firms rely heavily on external
financing to cover their operational expenses (see Barth and Ramey, 2001). In other words, when
interest rates rise in response to a switch to tight monetary policy, firms’ borrowing costs increase,
leading to higher production costs and upward pressure on prices, a supply-side effect that can be
especially pronounced for firms that operate in customer markets and are liquidity-constrained or
have significant floating-rate debt obligations (see Gilchrist et al., 2017; Core et al., 2025).
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All told, these results confirm the interpretation of the estimated inflation factors: Our estimates
of the cyclical common demand-driven inflation correlate closely with standard measures of economic
slack and respond significantly—in both economic and statistical terms—to unanticipated changes
in the stance of monetary policy, a significant source of fluctuations in aggregate demand. Our
estimates of cyclical common supply-driven inflation, on the other hand, track labor productivity
over time and are highly sensitive to adverse oil supply news shocks, events that increase uncertainty
about future oil supplies and, in the process, drive up global crude oil prices.31

5 Forecasting Inflation

In this section, we demonstrate the usefulness of our factors for inflation forecasting. Specifically, we
ask whether adding our inflation factors to a standard set of predictors helps improve the accuracy
of inflation forecasts, a critical input into monetary policy decisionmaking. Recent work by Chan
(2020) and Bańbura et al. (2025) shows that large Bayesian vector autoregressions (BVARs) provide
a useful framework for forecasting inflation. Motivated by this literature, our baseline inflation
forecasting framework relies on a BVAR(12) model consisting of (1) the 12-month log-difference of
total PCE price index, (2) the civilian unemployment rate, (3) the 12-month log-difference of unit
labor cost, (4) the 12-month log-difference of the energy price index in the CPI report, and (5) the
two-year (nominal) Treasury yield. This set of variables encompasses lagged inflation dynamics,
key indicators of labor market conditions, movements in energy prices, and the stance of monetary
policy—predictors featured in canonical inflation forecasting models.

To evaluate the information content of our inflation factors for the near- and medium-term
evolution of PCE inflation, we augment this baseline specification with the estimated supply- and
demand-side inflation factors shown in Figure 1. For each of these two BVAR(12) models, we
consider two forecasts of 12-month total PCE inflation: one made using available information as
of December 2020, right before inflation started to surge, and another using information as of
March 2022, as inflation leveled off. To simulate a real-time forecasting environment, we re-estimate
the inflation factors with disaggregated PCE price and quantity data available as of December 2020
and as of March 2022.

Figure 9 presents the results of this exercise. As the red line in the left panel shows, including
our estimated inflation factors in the baseline BVAR model would provide, in December 2020, a
much more worrisome signal about near-term inflation developments compared with the forecast
based on only standard predictors (the red line in the right panel). While the latter suggests a
transitory spike in inflation, with inflation running above the Federal Reserve’s 2 percent target for
only about six months, the former forecast features a much more rapid and potentially long-lasting
inflation surge. In addition, the uncertainty around the inflation outlook beyond the near term
increases substantially in the model with inflation factors, hinting at the highly unusual inflation
dynamics that were to come.

31For completeness, Figures C-14 and C-15 in Appendix C show the estimated impulse responses of supply- and
demand-driven idiosyncratic inflation to oil supply news and monetary policy shocks, respectively.
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Figure 9: Pandemic-era Real-time Inflation Forecasts
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Note: Monthly data from January 2020 through December 2023. The black line in each panel shows the actual
12-month total PCE inflation. The red lines show the pseudo real-time forecasts of total PCE inflation as of
December 2020, whereas the blue lines show the pseudo real-time forecasts of total PCE inflation as of March 2022;
the shaded bands depict the associated [P10,P90] credible intervals. The forecasts in the left panel are based on the
baseline BVAR(12) model augmented with the four inflation factors, while forecasts in the right panel are based on
the baseline BVAR(12) model that excludes the four factors.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Bureau of Labor Statistics,
the Federal Reserve Board, the Federal Reserve Economic Data (FRED), and the University of Michigan.

Turning to the disinflation that began in mid-2022, the blue line in the right panel shows that the
model without inflation factors would, as of March 2022, have failed to anticipate the swift decline in
inflation over the subsequent year or so. By contrast, the projection that incorporates our inflation
factors (the blue line in the left panel) captures remarkably well the disinflation over that period,
the pace of which surprised many economists and policymakers. This suggests that incorporating
our estimated inflation factors into workhorse models would have provided policymakers with a
potentially more accurate understanding of the highly unusual pandemic-era inflationary dynamics,
during both the initial surge and the subsequent disinflation.

To investigate which of the four factors would have contributed most to the improvement in
forecast accuracy during the early 2020 inflation surge and the mid-2022 period of disinflation, we
re-estimate the baseline BVAR model augmented with one factor at a time and then generate the
associated inflation forecast. We repeat this exercise independently for each inflation factor; the
results are shown in Figure 10. According to these results, in December 2020, the two common
supply factors contained the greatest information content for the upcoming inflation surge. In
particular, the common services supply factor (the red line in the bottom right panel) signaled at
that point an especially sharp and sudden acceleration in total PCE prices over the first half of
2021.

In March 2022, all four projections capture the start of the gradual disinflation process reasonably
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Figure 10: Inflation Factors and Pandemic-era Real-time Inflation Forecasts

-2

0

2

4

6

8

Pe
rc

en
t

2020 2021 2022 2023

Goods demand

-2

0

2

4

6

8

2020 2021 2022 2023

Goods supply

-2

0

2

4

6

8

Pe
rc

en
t

2020 2021 2022 2023

Services demand

-2

0

2

4

6

8

2020 2021 2022 2023

Services supply

Actual 12-month PCE inflation Forecast as of Dec. 2020 Forecast as of Mar. 2022

Note: Monthly data from January 2020 through December 2023. The black line in each of the four panels shows the
actual 12-month total PCE inflation. The red lines show the pseudo real-time forecasts of total PCE inflation as of
December 2020, whereas the blue lines show the pseudo real-time forecasts of total PCE inflation as of March 2022;
the shaded bands depict the associated [P10,P90] credible intervals. The forecasts in each panel are based on the
baseline BVAR(12) model augmented with the specified inflation factor.
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Bureau of Labor Statistics,
the Federal Reserve Board, the FRED, and the University of Michigan.

well. Notably, among the four factors, only the BVAR augmented with the common goods supply
factor (the blue line in the upper-right panel) generates a decline in inflation that closely matches
the actual evolution of total PCE inflation over the entire forecast horizon. Note that adding only
one factor to the benchmark BVAR also implicitly provides the model with collective information
about the remaining factors because the inflation factors are jointly estimated. All told, this exercise
suggests that the different inflation factors can contribute to sharpening near- and medium-term
inflation forecasts in distinct ways at different points in time.

Lastly, we extend this forecast evaluation exercise beyond the pandemic era, focusing on the
period from January 2010 to February 2020. In addition to forecasting 12-month total PCE inflation,
we use the same forecasting framework to generate out-of-sample predictions of 12-month core PCE
inflation, a key gauge of the underlying inflationary pressures.32 The pseudo real-time forecasts are
computed recursively, with a maximum forecast horizon of 24 months ahead.33

Figure 11 shows the relative root-mean-square forecast errors (RMSFEs) at horizons one month
to 24 months ahead, where ratios smaller than one indicate that the model that contains information
about inflation factors produces a lower RMSFE compared with the model that omits such infor-
mation. As shown in Panel A, the inclusion of our inflation factors leads to notably more accurate

32In this case, we replace the 12-month log-difference of total PCE prices in our BVAR specifications with the
12-month log-difference of core PCE prices, keeping the rest of the system the same.

33As shown in Figures C-16 and C-17 in Appendix C, the pseudo real-time estimates of our inflation factors do not
differ materially from the full-sample estimates shown in Figure 1.
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Figure 11: Out-of-sample Forecast Evaluation
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A. Baseline BVAR augmented with all four common factors

.6

.8

1

1.2

1.4

3 6 9 12 15 18 21 24

Forecast horizon (months)

Total PCE inflation

.6

.8

1

1.2

1.4

3 6 9 12 15 18 21 24

Forecast horizon (months)

Core PCE inflation

Re
la

tiv
e 

RM
SF

E

B. Baseline BVAR augmented with the common goods demand factor
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C. Baseline BVAR augmented with the common services demand factor
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D. Baseline BVAR augmented with the common goods supply factor
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E. Baseline BVAR augmented with the common services supply factor

Note: Forecast evaluation period: January 2010 through February 2020. The figure’s panels show the relative
root-mean-square forecast errors (RMSFEs) for different BVAR specifications and forecast horizons. In the left
panels, the forecast variable is the 12-month total PCE inflation, and in the right panels, the forecast variable is the
12-month core PCE inflation. The relative RMSFE at each horizon is calculated as the RMSFE from the BVAR
model that includes the specified inflation factor(s) (see Figure 1) divided by the RMSFE from the model that
excludes inflation factor(s).
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medium-term forecasts of both total (the left panel) and core (the right panel) PCE inflation: Start-
ing at about the six-month-ahead horizon, a BVAR augmented with our inflation factors generates
out-of-sample forecasts for the 12-month total and core PCE inflation that are about 20 percent
more accurate than the forecasts that do not include our factors.

The results from evaluating the predictive ability of each individual inflation factor indicate
that the goods-related factors, when used independently (Panels B and D), generate the largest
improvements in the accuracy of the predictions, followed by the common services supply factor
(Panel E). By contrast, the common services demand factor (Panel C) does not yield forecast
improvements when included in isolation in our BVAR forecasting model.

6 Conclusion

The unexpected surge in global inflation in 2021, driven by the COVID-19 pandemic, caught many
economic observers off guard. The pandemic led to significant shifts in consumer behavior, with a
marked initial increase in demand for goods over services followed by severe supply-side disruptions.
These disruptions included labor shortages, global production chain interruptions, and heightened
geopolitical tensions, all of which contributed to significant inflationary pressures that were com-
pounded by the massive fiscal and monetary stimulus unleashed in response to the pandemic-induced
economic shock.

In retrospect, the Federal Reserve’s initial characterization of that inflation episode as “transi-
tory” proved too optimistic. At the same time, the unprecedented nature of the pandemic-induced
economic shock made accurate forecasting exceptionally difficult in the United States and else-
where. More generally, the recent inflation episode underscores the need for more accurate inflation
forecasts, not only because better forecasts enable central banks to calibrate the magnitude and
timing of interest rate changes or asset purchases more effectively, but also because they help mon-
etary authorities maintain their credibility, which is vital for managing inflation expectations and
maintaining public trust.

To help address the shortcomings of existing inflation forecasting frameworks, this paper in-
troduces a sign-restricted dynamic factor model designed to decompose real-time inflation into
its underlying common supply and common demand components—as well as their idiosyncratic
counterparts—by leveraging the co-movement of prices and quantities across various PCE cate-
gories. Importantly, our SiR-DFM distinguishes between supply and demand drivers within the
goods and services sectors and incorporates features such as time-varying volatility, outliers, and
long-term inflation expectations. The model’s ability to decompose total PCE inflation into six
components—common demand for goods, common demand for services, common supply of goods,
common supply of services, inflation expectations, and idiosyncratic or category-specific demand and
supply contributions—significantly enhances our understanding of pandemic-era inflation dynamics.

Validation exercises demonstrate the effectiveness of the SiR-DFM in accurately identifying key
inflation drivers. Including our estimated supply and demand inflation factors in a standard inflation
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forecasting framework leads to a notable improvement in the accuracy of medium-term inflation
forecasts. All told, this improved understanding of inflation dynamics can inform monetary policy
decisions in real time, helping to ensure macroeconomic stability in the face of complex and evolving
economic conditions.
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Supplementary Material
— For Online Publication Only —

This section contains three Appendixes (A, B, and C). Appendix A describes the algorithm used
to estimate our SiR-DFM; Appendix B details some key facts about the data used in the analysis;
and Appendix C presents the supplementary results referenced in the main text.

A Estimation Algorithm

As noted in the main text, our estimation algorithm relies on Bayesian methods and uses the
Gibbs sampler to simulate the posterior distribution of both parameters and latent variables that
characterize the model. The sequence of steps in our estimation algorithm is described as follows.

Let the log-differences (from month t − 1 to month t) of quantities and prices associated with
the goods-related categories in the PCE report be collected in a (column) vector

Y(g)
t =

[
∆q1,t . . .∆qNg,t ∆p1,t . . .∆pNg,t

]′
.

The analogous information about quantities and prices associated with the services-related cate-
gories is gathered in a (column) vector

Y(v)

t =
[
∆q1,t . . .∆qNv,t ∆p1,t . . .∆pNv,t

]′
.

Then, all the observed model variables can be expressed in a single (column) vector34

Yt =
[
Y(g)′

t Y(v)′

t

]′
.

The goods- and services-related latent common factors are collected in (column) vectors

F(g)
t =

[
s(g)t d(g)

t

]′ and F(v)
t =

[
s(v)t d(v)

t

]′
,

respectively, and stacked in the vector

Ft =
[
F(g)′

t F(v)′

t

]′
.

The log-volatility processes of the innovations associated with the goods-related idiosyncratic terms
are collected in a (column) vector

h(g)
t =

[
h
ζ
(g)
1 ,t

. . . h
ζ
(g)
Ng ,t

h
ω
(g)
1 ,t

. . . h
ω
(g)
Ng ,t

]′
,

whereas those pertaining to the services-related idiosyncratic terms are collected in a (column)
vector

h(v)
t =

[
h
ζ
(v)
1 ,t

. . . h
ζ
(v)
Nv ,t

h
ω
(v)
1 ,t

. . . h
ω
(v)
Nv ,t

]′.

As earlier, we stack all the log-volatility process in a (column) vector

ht =
[
h(g)′

t h(v)′

t

]′
.

34All monthly log-differences in the vector Yt are scaled by their respective in-sample standard deviations.
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Given a sample period t = 0, 1, . . . , T , let the vectors of observed variables, latent factors, and
log-volatility terms be defined as

ỸT =
[
Y′

1Y
′
2 . . .Y

′
T

]′
;

F̃T =
[
F′
1F

′
2 . . .F

′
T

]′
;

h̃T =
[
h′
1 h

′
2 . . .h

′
T

]′
.

Furthermore, we define the vectors of autoregressive coefficients, factor loadings, and parameters
governing the dynamics of idiosyncratic processes as

Φ =
[
Φ′

s,0 vec(Φs,1)
′ vec(Φs,2)

′ Φ′
d,0 vec(Φd,1)

′ vec(Φd,2)
′]′;

λ =
[
λs
1 . . . λ

s
Ng λ

d
1 . . . λ

d
Ng θ

s
1 . . . θ

s
Ng θ

d
1 . . . θ

d
Ng γ

s
1 . . . γ

s
Nv γ

d
1 . . . γ

d
Nv δ

s
1 . . . δ

s
Nv δ

d
1 . . . δ

d
Nv

]′
;

ρ =
[
ρg
1 . . . ρ

g
Ng

ψg
1 . . . ψ

g
Ng

ρv
1 . . . ρ

v
Nv ψ

v
1 . . . ψ

v
Nv

]′
;

σ =
[
σ2
ζ
(g)
1

. . . σ2
ζ
(g)
Ng

σ2
ω
(g)
1

. . . σ2
ω
(g)
Ng

σ2
ζ
(v)
1

. . . σ2
ζ
(v)
Nv

σ2
ω
(v)
1

. . . σ2
ω
(v)
Nv

]′
;

χ =
[
χ
ζ
(g)
1

. . . χ
ζ
(g)
Ng
χ
ω
(g)
1

. . . χ
ω
(g)
Ng
χ
ζ
(v)
1

. . . χ
ζ
(v)
Nv
χ
ω
(v)
1

. . . χ
ω
(v)
Nv

]′
.

Within each iteration of the Gibbs sampler, our estimation algorithm consists of the following steps:

Step 1: Sample F̃T from Pr
(
F̃T |Φ,λ,ρ,σ,χ, h̃T , ỸT

)
. To address the large number of latent

idiosyncratic terms involved in the factor model, we employ an alternative representation of each
price and quantity equation. Specifically, we multiply each price and quantity equation by the
corresponding lag operator function as defined in equations (21) through (24) in the main text,
which yields:

∆q∗j,t = λs
jρ

g
js

(g)
t (L) + λd

jρ
g
jd

(g)
t (L) + ζ(g)

j,t , j = 1, 2, . . . , Ng; (A-1)

∆p∗j,t = θs
jψ

g
js

(g)
t (L) + θd

jψ
g
jd

(g)
t (L) + ω(g)

j,t , j = 1, 2, . . . , Ng; (A-2)

∆q∗k,t = γs
kρ

v
ks

(v)
t (L) + γd

kρ
v
kd

(v)
t (L) + ζ(v)

k,t, k = 1, 2, . . . , Nv; (A-3)

∆p∗k,t = δs
kψ

v
ks

(v)
t (L) + δd

kψ
v
kd

(v)
t (L) + ω(v)

k,t, k = 1, 2, . . . , Nv, (A-4)

where

∆q∗j,t = ρg
j∆qj,t(L), j = 1, 2, . . . , Ng;

∆p∗j,t = ψg
j∆pj,t(L), j = 1, 2, . . . , Ng;

∆q∗k,t = ρv
k∆qk,t(L), k = 1, 2, . . . , Nv;

∆p∗k,t = ψv
k∆pk,t(L), k = 1, 2, . . . , Nv.

Defining
Y(g*)

t =
[
∆q∗1,t . . .∆q

∗
Ng,t ∆p

∗
1,t . . .∆p

∗
Ng,t

]′
and

Y(v*)
t =

[
∆q1,t . . .∆q

∗
Nv,t ∆p

∗
1,t . . .∆p

∗
Nv,t

]′
for the goods- and services-related categories, respectively, and setting the lag order n = 2, the model
defined by equations (11) through (14) in the main text can be cast in a state-space representation,
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where the system of measurement equations is given by

[
Y(g*)

t

Y(v*)
t

]
=

[
Λ [0] Λ [0] Λ [0]
[0] Γ [0] Γ [0] Γ

]


F(g)
t

F(v)
t

F(g)
t−1

F(v)
t−1

F(g)
t−2

F(v)
t−2

+

[
U(g)

t

U(v)
t

]
,

and where [0] denotes a zero matrix of size that makes the state-space representation conformable.
In this representation, the innovations of the idiosyncratic terms are collected in vectors

U(g)
t =

[
ζ(g)
1,t . . . ζ

(g)
Ng,t

ω(g)
1,t . . . ω

(g)
Ng,t

]′ and U(v)
t =

[
ζ(v)
1,t . . . ζ

(v)
Nv,t

ω(v)
1,t . . . ω

(v)
Nv,t

]′
;

and the sub-matrices of factor loadings are given by

Λ =



λs
1ρ

g
1 λd

1ρ
g
1

λs
2ρ

g
2 λd

2ρ
g
2

...
...

λs
Ng
ρg
Ng

λd
Ng
ρg
Ng

θs
1ψ

g
1 θd

1ψ
g
1

θs
2ψ

g
2 θd

2ψ
g
2

...
...

θs
Ng
ψg
Ng

θd
Ng
ψg
Ng


and Γ =



γs
1ρ

v
1 γd

1ρ
v
1

γs
2ρ

v
2 γd

2ρ
v
2

...
...

γs
Nv
ρv
Nv

γd
Nv
ρv
Nv

δs
1ψ

v
1 δd

1ψ
v
1

δs
2ψ

v
2 δd

2ψ
v
2

...
...

δs
Nv
ψv
Nv

δd
Nv
ψv
Nv


.

The state vector summarizes information about common factors. In particular, the system of
transition equations of the state-space representation is given by

F(g)
t

F(v)
t

F(g)
t−1

F(v)
t−1

F(g)
t−2

F(v)
t−2

 =



µ(g)
t

µ(v)
t

0
0
0
0

+



Ψ(g,g)
1 Ψ(g,v)

1 Ψ(g,g)
2 Ψ(g,v)

2 [0] [0]

Ψ(v,g)
1 Ψ(v,v)

1 Ψ(v,g)
2 Ψ(v,v)

2 [0] [0]
I [0] [0] [0] [0] [0]
[0] I [0] [0] [0] [0]
[0] [0] I [0] [0] [0]
[0] [0] [0] I [0] [0]





F(g)
t−1

F(v)
t−1

F(g)
t−2

F(v)
t−2

F(g)
t−3

F(v)
t−3

+



e(g)
t

e(v)
t

0
0
0
0

 ,

where
e(g)
t =

[
ϵ(g)t ν(g)

t

]′ and e(v)
t =

[
ϵ(v)t ν(v)

t

]′
.

The parameters of the system are given by the intercept vectors

µ(g)
t =

[
Φ[1,1]

s,0 + β(g)
s πE

t−1

Φ[1,1]

d,0 + β(g)
d πE

t−1

]
and µ(v)

t =

[
Φ[2,1]

s,0 + β(v)
s πE

t−1

Φ[2,1]

d,0 + β(v)
d πE

t−1

]
;

and the coefficient matrices

Ψ(g,g)
ι =

[
Φ[1,1]

s,ι 0

0 Φ[1,1]
d,ι

]
; Ψ(g,v)

ι =

[
Φ[1,2]

s,ι 0

0 Φ[1,2]
d,ι

]
, for ι = 1, 2;

Ψ(v,g)
ι =

[
Φ[2,1]

s,ι 0

0 Φ[2,1]
d,ι

]
; Ψ(v,v)

ι =

[
Φ[2,2]

s,ι 0

0 Φ[2,2]
d,ι

]
, for ι = 1, 2,

where Φ[a,b]
·,ι corresponds to the a-th row and the b-th column of the specified matrix. We rely on

the algorithm of Carter and Kohn (1995) to generate inference about the state vector.
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Step 2: Sample Φ from Pr
(
Φ | F̃T , ỸT

)
. The prior for the parameters of the VAR-X(m) process

governing the evolution of the vector of latent supply factors
[
s(g)t s(v)t

]′ and the VAR-X(m) process
governing the evolution of the vector of latent demand factors

[
d(g)
t d(v)

t

]′ is N (0,Ξ), where the
elements of the covariance matrix Ξ are set following the type of shrinkage used in the Minnesota
prior. Specifically, the elements of Ξ are determined by the hyper-parameters κ1, κ2, κ3, κ4, and
κ5, according to ( κ1

mκ3

)2
if iΦ = jΦ and

(κ1κ2
mκ3

)2
if iΦ ̸= jΦ,

where iΦ refers to the dependent variable in the VAR-X equation and jΦ refers to the explanatory
variable in the same equation. For the intercept terms and for the parameters associated with
inflation expectations (that is, the exogenous variable), the elements of Ξ are given by

(κ4)
2 and (κ5)

2,

respectively. The prior hyper-parameters are set to κ1 = 0.1, κ2 = 0.1, κ3 = 0.1, κ4 = 0.1, and
κ5 = 0.05. As noted in the main text, we set the order of the VAR-X process m = 2 in all cases.
Given our conjugate prior, we follow Canova (2007) and generate draws of the VAR-X parameters
based on the corresponding multivariate normal posterior density.

Step 3: Sample λ from Pr
(
λ |ρ,σ,χ, h̃T , F̃T , ỸT

)
. Draws of the factor loadings are generated

independently for each j = 1, 2, . . . , Ng and k = 1, 2, . . . , Nv, based on the regression specifica-
tions (A-1) through (A-4). In doing so, we use a normal prior distribution N

(
λ,Σλ

)
, where the

hyper-parameters are defined according to the sign restrictions used to identify the latent supply
and demand factors, as defined in equations (15) through (18) in the main text. In particular, the
vector of prior means is given by

λ =


[1 1]′ for

[
λs
j λ

d
j

]′
, j = 1, 2, . . . , Ng;

[−1 1]′ for
[
θs
j θ

d
j

]′
, j = 1, 2, . . . , Ng;

[1 1]′ for
[
γs
k γ

d
k

]′
, k = 1, 2, . . . , Nv;

[−1 1]′ for
[
δs
k δ

d
k

]′
, k = 1, 2, . . . , Nv,

where the sign restrictions are verified at every iteration—that is, if a draw complies with the
corresponding restrictions, it is retained; otherwise, it is discarded, and a new draw is made. To
ensure a reasonable acceptance rate, the prior covariance matrix is set to Σλ = I× 0.005. Draws of
the factor loadings are then generated based on the corresponding posterior density.

Step 4: Sample ρ from Pr
(
ρ |λ,σ,χ, h̃T , F̃T , ỸT

)
. Conditional on the common factors and factor

loadings, the idiosyncratic terms can be recovered from equations (11) through (14) in the main
text. Draws of the autoregressive coefficients associated with the idiosyncratic terms are generated
independently for each j = 1, 2, . . . , Ng and k = 1, 2, . . . , Nv. We use a normal prior distribution
N
(
ρ,Σρ

)
, with ρ = [0 0]′ and Σρ = I, and generate draws from the corresponding posterior

distribution. For each idiosyncratic term, we only retain draws of the autoregressive coefficients
that satisfy the stationarity condition.

Step 5: Sample σ from Pr
(
σ | h̃T , ỸT

)
. To sample the variance of innovations driving the log-

volatility processes of the idiosyncratic terms, we use an inverse-Gamma prior distribution, denoted
by InvGamma(η, v), with η = 3 and v = 2. We generate draws from the posterior distribution

σ2i ∼ InvGamma(η̄, v̄), i ∈ {ζ(g)

j , ω(g)

j , ζ(v)

k , ω(k)

k },
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where

η̄ = η + T and v̄ = v +

T∑
t=2

(hi,t − hi,t−1)
2.

This procedure is applied independently for each i ∈ {ζ(g)

j , ω(g)

j , ζ(v)

k , ω(k)

k } and for each j = 1, 2, . . . , Ng

and k = 1, 2, . . . , Nv.

Step 6: Sample χ from Pr
(
χ |λ,ρ, h̃T , F̃T , ỸT

)
. Conditional on the common factors, factor

loadings, autoregressive coefficients, and log-volatilities of idiosyncratic terms, the innovations of
the idiosyncratic terms can be recovered from equations (21) through (24) in the main text. These
innovations are then used to generate the outliers, denoted by oi,t, according to equation (27) in
the main text. Conditional on the outliers, draws of the probability of occurrence of an outlier,
denoted by χi, are generated independently for all i ∈ {ζ(g)

j , ω(g)

j , ζ(v)

k , ω(k)

k } and for j = 1, . . . , Ng

and k = 1, . . . , Nv. Following Stock and Watson (2016), we use a Beta distribution as conjugate
prior with hyper-parameters χ

a
= 2.5 and χ

b
= 117.5. Therefore, draws of the probabilities of

outlier occurrence are generated from the posterior density

χi ∼ Beta(χ
a
+ τ, χ

b
+ T − τ), i ∈ {ζ(g)

j , ω(g)

j , ζ(v)

k , ω(k)

k },

where τ =
∑T

t=1 I(oi,t > 1), and I(·) denotes a 0/1-indicator function that equals one if its argument
is true and zero otherwise.

Step 7: Sample h̃T from Pr
(
h̃T |λ,ρ,σ,χ, F̃T , ỸT

)
. To generate draws of the log-volatility pro-

cess associated with the idiosyncratic innovations, we use the so-called auxiliary mixture sampler
independently for all i ∈ {ζ(g)

j , ω(g)

j , ζ(v)

k , ω(k)

k }, j = 1, 2, . . . , Ng, and k = 1, 2, . . . , Nv. Specifically,
each idiosyncratic innovation and its corresponding log-volatility process are related though a state-
space representation, where the measurement equation is given by

z∗i,t = hi,t + υ∗t , (A-5)

with

z∗i,t = ln

(
z2i,t
o2i,t

+ c

)
;

and
υ∗t = ln(υ2t ) with υt ∼ N (0, 1).

The transition equation of the state-space representation is given by equation (26) in the main
text.35 We employ a seven-component Gaussian mixture to approximate the density function of υ∗t
and sample the mixture component indicator, as proposed by Kim et al. (1998). Next, the Carter
and Kohn (1995) algorithm can be readily applied to obtain draws of hi,t, based on the state-space
representation defined by the preceding equation (A-5) and equation (26) in the main text.

Steps 1 through 7 are repeated for M = 10, 000 iterations, where the first M0 = 2, 000 iterations
are discarded to avoid the potential influence of initial conditions. The set of M∗ =M−M0 = 8, 000
draws is then used to compute the posterior densities associated with both the parameters and latent
variables of the model.

35The idiosyncratic innovation zi,t is defined by equation (25) in the main text. To avoid numerical problems when
zi,t is close to zero, a small constant c = 10−4 is included.
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B Data Description

This section details some key aspects of the data used in the analysis.

• We use monthly, seasonally adjusted data on prices and quantities for 51 PCE categories
from January 1968 through April 2025 in the estimation. This so-called Level 4 disaggrega-
tion includes a total of 53 PCE categories, but as is typical, our analysis excludes the two
Level 4 categories with occasionally negative expenditure weights—that is, Net Expenditures
Abroad by US Residents and Net Foreign Travel. Table B-1 lists the 51 PCE categories
used in the analysis, along with their re-normalized average expenditure weights.

• Figure B-1 shows the two measures of expected inflation used in the estimation, with the yellow
line depicting our preferred measure of inflation expectations and the purple line depicting an
alternative measure used in the model-selection exercise summarized in Table 1 in the main
text. Starting in April 1990, the yellow line corresponds to the median expected PCE inflation
over the next five to 10 years, as reported in the monthly University of Michigan’s Survey
of Consumers. For the earlier period, we use long-term expected inflation from the Federal
Reserve Board’s FRB/US database (see Brayton and Tinsley, 1996); this series is available
at a quarterly frequency, and we interpolate it to a monthly frequency by assuming that the
quarterly value is the same for all three months of the quarter. Starting in January 1978,
the purple line corresponds to the median expected year-ahead inflation, as reported in the
monthly University of Michigan’s Survey of Consumers. For the earlier period, we use the
average expected year-ahead inflation, which is available at a quarterly frequency, and we
interpolate it to a monthly frequency by assuming that the quarterly value is the same for all
three months of the quarter.
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Table B-1: PCE Categories Used in the Estimation

# Description Weighta
5 New motor vehicles (55) 3.10
12 Net purchases of used motor vehicles (56) 1.12
20 Motor vehicle parts & accessories (58) 0.75
24 Furniture & furnishings (parts of 31 & 32) 1.83
29 Household appliances (part of 33) 0.65
32 Glassware, tableware & household utensils (34) 0.46
35 Tools & equipment for house & garden (35) 0.26
39 Video, audio, photographic & information processing equipment & media (75, 76, & part of 93) 1.63
52 Sporting equipment, supplies, guns & ammunition (part of 80) 0.53
53 Sports & recreational vehicles (79) 0.53
60 Recreational books (part of 90) 0.26
61 Musical instruments (part of 80) 0.06
63 Jewelry & watches (part of 119) 0.69
66 Therapeutic appliances & equipment (42) 0.41
69 Educational books (96) 0.10
70 Luggage & similar personal items (part of 119) 0.27
71 Telephone & related communication equipment 0.09
74 Food & nonalcoholic beverages purchased for off-premises consumption (4) 8.78
99 Alcoholic beverages purchased for off-premises consumption (5) 1.33
103 Food produced & consumed on farms (6) 0.03
105 Garments 3.72
109 Other clothing materials & footwear (13 & 17) 0.88
114 Motor vehicle fuels, lubricants & fluids (59) 3.00
117 Fuel oil & other fuels (29) 0.39
121 Pharmaceutical & other medical products (40 & 41) 2.14
126 Recreational items (parts of 80, 92, & 93) 1.33
131 Household supplies (parts of 32 & 36) 1.34
137 Personal care products (part of 118) 1.03
141 Tobacco (127) 1.07
142 Magazines, newspapers & stationery (part of 90) 0.79
153 Housing 14.92
165 Household utilities 3.04
173 Outpatient services 6.02
182 Hospital & nursing home services 7.20
191 Motor vehicle services 2.14
199 Public transportation 1.10
210 Membership clubs, sports centers, parks, theaters & museums (82) 1.31
218 Audio-video, photographic & information processing equipment services (parts of 77 & 93) 0.88
226 Gambling (91) 0.76
230 Other recreational services (81, 94, & part of 92) 0.32
235 Food services 5.75
249 Accommodations (104) 0.77
253 Financial services 3.92
270 Insurance 2.78
281 Communication 1.91
290 Education services 1.73
298 Professional & other services (121) 1.56
307 Personal care & clothing services (14 & parts of 17 & 118) 1.16
315 Social services & religious activities (120) 1.12
327 Household maintenance (parts of 31, 33, & 36) 0.72
342 Final consumption expenditures of nonprofit institutions serving households (NPISHs) (132) 2.28

Note: The entries in the table list the 51 consumption categories from the U.S. Bureau of Economic Analysis’
Personal Income and Outlays report that are used in the estimation; categories Net Expenditures Abroad by U.S.
Residents and Net Foreign Travel are not used in the estimation because of their occasionally negative expenditure
weights.
a Average (re-normalized) expenditure weight (in percent) over the April 1968 to April 2025 period.
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Figure B-1: Inflation Expectations
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Note: Monthly data from March 1968 through April 2025. The yellow line shows the measure of long-term
inflation expectations used in the analysis. For comparison, the purple line shows the measure of near-term inflation
expectations used in the model-selection exercises reported in Table 1 in the main text.
Source: Authors’ calculations using data from the Federal Reserve Board and the University of Michigan.
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C Additional Results

This section contains additional results referenced in the main text.

• Figures C-1 and C-2 depict the estimates of the monthly common demand factors (d(g)
t and

d(v)
t ) and the estimates of the monthly common supply factors (s(g)

t and s(v)
t ), respectively,

along with their corresponding measures of uncertainty.

• Figures C-3 through C-6 depict the estimated factor loadings on the common goods demand
(d(g)

t ), common goods supply (s(g)
t ), common services demand (d(v)

t ), and common services
supply (s(v)

t ) factors, respectively. These factor loadings determine the sensitivity of category-
specific standardized log-price and log-quantity changes from month t − 1 to month t to a
change in the specified common factor in month t.

• Figures C-7 and C-8 depict the estimated time-varying (log) variances and the estimated
occurrence and size of the outliers of innovations associated with the category-specific VAR(2)
process governing the evolution of idiosyncratic monthly log-price changes (η(g)

j,t and η(v)
k,t) and

idiosyncratic monthly log-quantity changes (ζ(g)
j,t and ζ(v)

k,t), respectively. See equations (21)
through (24) and the associated discussion in the main text for details.

• Figure C-9 depicts the estimated sensitivities of the common demand and supply factors to
long-term expected inflation (the yellow line in Figure B-1). According to equations (19)
and (20) in the main text, the coefficient vectors βd =

[
β(g)

d β(v)
d

]′ and βs =
[
β(g)

s β(v)
s

]′
determine the sensitivity of the common demand and supply factors d(g)

t , d(v)
t , s(g)

t , and s(v)
t to

πE
t−1, expectations of inflation over the next five to 10 years based on information available as

of month t− 1.

• Figure C-10 depicts the estimated sensitivities of category-specific log-price changes to long-
term expected inflation (the yellow line in Figure B-1), implied by the estimated coefficients
β(g)

d , β(v)
d , β(g)

s , and β(v)
s , and the estimated factor loadings θd

j and θs
j , j = 1, 2, . . . , Ng, and

factor loadings δd
k and δs

k, k = 1, 2, . . . , Nv. As discussed in the main text, these coefficients
determine the sensitivity of category-specific standardized log-price changes from month t− 1
to month t to πE

t−1, expectations of inflation over the next five to 10 years based on information
available as of month t− 1.

• Figure C-11 depicts the historical decomposition of the 12-month total idiosyncratic PCE
inflation referenced in the main text.

• The heatmaps in Figure C-12 depict the 20 estimated category-specific contributions from the
PCE goods sector to the three-month (annualized) total idiosyncratic PCE inflation shown by
the black line in Figure 4 in the main text. Specifically, Panel A depicts the estimated demand-
driven contributions, whereas Panel B depicts the estimated supply-driven contributions.

• The heatmaps in Figure C-13 depict the 31 estimated category-specific contributions from
the PCE services sector to the three-month (annualized) total idiosyncratic PCE inflation
shown by the black line in Figure 4 in the main text. Specifically, Panel A depicts the
estimated demand-driven contributions, whereas Panel B depicts the estimated supply-driven
contributions.

• Panel A of Figure C-14 depicts the estimated responses of supply-driven idiosyncratic inflation
to an adverse oil supply news shock, whereas Panel B depicts the estimated responses of
demand-driven idiosyncratic inflation to the same shock.
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• Panel A of Figure C-15 depicts the estimated responses of demand-driven idiosyncratic in-
flation to a contractionary monetary policy shock, whereas Panel B depicts the estimated
responses of supply-driven idiosyncratic inflation to the same shock.

• Figure C-16 depicts the pseudo real-time estimates of the common goods demand factor d(g)
t

(Panel A) and the common services demand factor d(v)
t (Panel B). Figure C-17 depicts the

pseudo real-time estimates of the common goods supply factor s(g)t (Panel A) and the common
services supply factor d(v)

t (Panel B). These pseudo real-time estimates of the four inflation
factors are used in the out-of-sample forecast-evaluation exercises shown in Figure 11 in the
main text.
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Figure C-1: Common Demand Factors
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A. Common goods demand factor
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B. Common services demand factor

Note: Monthly data from April 1968 through April 2025. The line in Panel A shows the median of the posterior
distribution of the common goods demand factor (d(g)

t ), whereas the line in Panel B shows the median of the posterior
distribution of the common services demand factor (d(v)

t ). The shaded bands depict the corresponding [P10,P90]
credible intervals. The shaded vertical bars depict recessions as determined by the National Bureau of Economic
Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-2: Common Supply Factors
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A. Common goods supply factor
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B. Common services supply factor

Note: Monthly data from April 1968 through April 2025. The line in Panel A shows the median of the posterior
distribution of the common goods supply factor (s(g)

t ), whereas the line in Panel B shows the median of the posterior
distribution of the common services supply factor (s(v)

t ). The shaded bands depict the corresponding [P10,P90]
credible intervals. The shaded vertical bars depict recessions as determined by the National Bureau of Economic
Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-3: Loadings on the Common Goods Demand Factor
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B. PCE goods categories – price changes

Note: The figure shows the estimated category-specific factor loadings on the common goods demand factor d(g)
t

(see Panel A of Figure C-1) for monthly log-quantity changes (∆qj,t) in the goods sector (Panel A) and for the
corresponding monthly log-price changes (∆pj,t) in the same sector (Panel B). Specifically, the red dots in Panel A
show the posterior medians of the factor loadings λd

j , j = 1, 2, . . . , Ng, in equation (11) in the main text, whereas
the red dots in Panel B show the posterior medians of the factor loadings θd

j , j = 1, 2, . . . , Ng, in equation (12) in
the main text; the black whiskers depict the associated [P10,P90] credible intervals. The factor loading for Tobacco
in Panel A is set to zero for identification purposes (see the main text for details).
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-4: Loadings on the Common Goods Supply Factor
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B. PCE goods categories – price changes

Note: The figure shows the estimated category-specific factor loadings on the common goods supply factor s(g)
t

(see Panel A of Figure C-2) for the monthly log-quantity changes (∆qj,t) in the goods sector (Panel A) and for the
corresponding monthly log-price changes (∆pj,t) in the same sector (Panel B). Specifically, the red dots in Panel A
show the posterior medians of the factor loadings λs

j , j = 1, 2, . . . , Ng, in equation (11) in the main text, whereas
the red dots in Panel B show the posterior medians of the factor loadings θs

j , j = 1, 2, . . . , Ng, in equation (12) in
the main text; the black whiskers depict the associated [P10,P90] credible intervals.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-5: Loadings on the Common Services Demand Factor
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A. PCE services categories – quantity changes
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B. PCE services categories – price changes

Note: The figure shows the estimated category-specific factor loadings on the common services demand factor d(v)
t

(see Panel B of Figure C-1) for monthly log-quantity changes (∆qk,t) in the services sector (Panel A) and for the
corresponding monthly log-price changes (∆pk,t) in the same sector (Panel B). Specifically, the red dots in Panel A
show the posterior medians of the factor loadings γd

k , k = 1, 2, . . . , Nv, in equation (13) in the main text, whereas the
red dots in Panel B show the posterior medians of the factor loadings δd

k, k = 1, 2, . . . , Nv, in equation (14) in the
main text; the black whiskers depict the associated [P10,P90] credible intervals. The factor loading for Gambling in
Panel A is set to zero for identification purposes (see the main text for details).
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-6: Loadings on the Common Services Supply Factor
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B. PCE services categories – price changes

Note: The figure shows the estimated category-specific factor loadings on the common services supply factor s(v)
t

(see Panel B of Figure C-2) for monthly log-quantity changes (∆qk,t) in the services sector (Panel A) and for the
corresponding monthly log-price changes (∆pk,t) in the same sector (Panel B). Specifically, the red dots in Panel A
show the posterior medians of the factor loadings γs

k, k = 1, 2, . . . , Nv, in equation (13) in the main text, whereas
the red dots in Panel B show the posterior medians of the factor loadings δs

k, k = 1, 2, . . . , Nv, in equation (14) in
the main text; the black whiskers depict the associated [P10,P90] credible intervals.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-7: Volatility of Idiosyncratic Price Innovations
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Note: Monthly data from April 1968 through April 2025. The black line in each panel shows the estimated
time-varying (log) volatility of innovations ζ(g)

j,t , j = 1, 2, . . . , Ng, and ζ(v)
k,t , k = 1, 2, . . . , Nv, associated with the

category-specific AR(2) process governing the evolution of idiosyncratic log-price changes η(g)
j,t and η(v)

k,t; the red lines
show the estimated occurrence and size of outliers for each process (see the main text for details). The shaded
vertical bars depict recessions as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-8: Volatility of Idiosyncratic Quantity Innovations
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Note: Monthly data from April 1968 through April 2025. The black line in each panel shows the estimated
time-varying (log) volatility of innovations ω(g)

j,t , j = 1, 2, . . . , Ng, and ω(v)
k,t, k = 1, 2, . . . , Nv, associated with the

category-specific AR(2) process governing the evolution of idiosyncratic log-quantity changes ζ(g)
j,t and ζ(v)

k,t ; the red
lines show the estimated occurrence and size of outliers for each process (see the main text for details). The shaded
vertical bars depict recessions as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-9: Sensitivities of Common Factors to Inflation Expectations
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B. Common supply factors

Note: The figure shows the estimated sensitivities of common demand factors (Panel A) and common supply factors
(Panel B) to our preferred measure of long-term expected inflation (the yellow line in Figure B-1). Specifically, the
solid lines in Panel A show the posterior densities of the coefficients β(g)

d (left) and β(v)
d (right), whereas the solid

lines in Panel B show the posterior densities of the coefficients β(g)
s (left) and β(v)

s (right). The corresponding dashed
lines depict the priors used in the estimation (see Appendix A for details).
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-10: Sensitivity of Category-specific Price Changes to Inflation Expectations
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Note: The figure shows the sensitivities of category-specific monthly log-price changes in the goods sector (Panel A)
and category-specific monthly log-price changes in the services sector (Panel B) to our preferred measure of long-
term expected inflation (the yellow line in Figure B-1). Specifically, the yellow dots in Panel A show the posterior
medians of the coefficients α(g)

j = θd
jβ

(g)
d + θs

jβ
(g)
s , j = 1, 2, . . . , Ng, whereas the yellow dots in Panel B show the

posterior medians of the coefficients α(v)
k = δd

kβ
(v)
d + δs

kβ
(v)
s , k = 1, 2, . . . , Nv; the black whiskers depict the associated

[P10,P90] credible intervals. The vertical line in each panel corresponds to a weighted median of the posterior
medians in each broad consumption category, using the average expenditure shares in Table B-1 as weights.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-11: Historical Decomposition of Idiosyncratic Inflation
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Note: Monthly data from March 1970 through April 2025. The black line shows the 12-month total idiosyncratic
PCE inflation implied by our model (the gray area in Figure 2 in the main text), with the colored areas showing the
estimated contributions of goods- and services-related idiosyncratic supply and demand shocks (see the main text
for details).
Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Federal Reserve Board, and
the University of Michigan.
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Figure C-12: Pandemic-era Idiosyncratic Price Changes in the Goods Sector
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A. Demand-driven contributions to total idiosyncratic inflation
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B. Supply-driven contributions to total idiosyncratic inflation

Note: Monthly data from January 2018 through April 2025. The heatmap in Panel A shows the estimated
demand-driven gross contributions to the three-month (annualized) total idiosyncratic PCE inflation (the black line
in Figure 4) from the PCE goods categories, whereas the heatmap in Panel B shows the estimated supply-driven
gross contributions from the same categories (see the main text for details).
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-13: Pandemic-era Idiosyncratic Price Changes in the Services Sector
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A. Demand-driven contributions to total idiosyncratic inflation
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B. Supply-driven contributions to total idiosyncratic inflation

Note: Monthly data from January 2018 through April 2025. The heatmap in Panel A shows the estimated
demand-driven gross contributions to the three-month (annualized) total idiosyncratic PCE inflation (the black line
in Figure 4) from the PCE services categories, whereas the heatmap in Panel B shows the estimated supply-driven
gross contributions from the same categories (see the main text for details).
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-14: The Impact of an Adverse Oil Supply News Shock
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A. Supply-driven idiosyncratic inflation
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B. Demand-driven idiosyncratic inflation

Note: Sample period: monthly data from January 1985 through December 2019. The lines in Panel A show the
estimated responses of total, goods, and services cumulative supply-driven idiosyncratic inflation over the specified
horizon to an adverse oil supply news shock, which increases the real price of oil by 10 percent upon impact (that
is, in month 0); the lines in Panel B show the estimated responses of total, goods, and services cumulative demand-
driven idiosyncratic inflation over the specified horizon to the same shock. The shaded bands depict the associated
95 percent confidence intervals (see the main text for details).
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Figure C-15: The Impact of a Contractionary Monetary Policy Shock
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A. Demand-driven idiosyncratic inflation
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B. Supply-driven idiosyncratic inflation

Note: Sample period: monthly data from January 1985 to December 2019. The lines in Panel A show the estimated
responses of total, goods, and services cumulative demand-driven idiosyncratic inflation over the specified horizon
to a contractionary monetary policy shock, which increases the one-year nominal Treasury yield by 25 basis points
upon impact (that is, in month 0); the lines in Panel B show the estimated responses of total, goods, and services
cumulative supply-driven idiosyncratic inflation over the specified horizon to the same shock. The shaded bands
depict the associated 95 percent confidence intervals (see the main text for details).
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Figure C-16: Pseudo Real-time Estimates of Common Demand Factors
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B. Common services demand factor

Note: Monthly data from March 1969 through April 2025. The line in Panel A depicts the 12-month moving
average of the median of the posterior distribution of the common goods demand factor (d(g)

t ), whereas the line in
Panel B depicts the 12-month moving average of the median of the posterior distribution of the common services
demand factor (d(v)

t ), with both factors estimated over the full sample period (see Panel A of Figure 1 in the main
text). The corresponding shaded bands represent the ranges of vintages of the posterior medians of d(g)

t and d(v)
t

(smoothed using a 12-month moving-average filter), estimated starting in January 2010 and ending in March 2025.
The shaded vertical bars depict recessions as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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Figure C-17: Pseudo Real-time Estimates of Common Supply Factors
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A. Common goods supply factor

Jan. 2010
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B. Common services supply factor

Note: Monthly data from March 1969 through April 2025. The line in Panel A depicts the 12-month moving
average of the median of the posterior distribution of the common goods supply factor (s(g)

t ), whereas the line in
Panel B depicts the 12-month moving average of the median of the posterior distribution of the common services
supply factor (s(v)

t ), with both factors estimated over the full sample period (see Panel B of Figure 1 in the main
text). The corresponding shaded bands represent the ranges of vintages of the posterior medians of s(g)

t and s(v)
t

(smoothed using a 12-month moving-average filter), estimated starting in January 2010 and ending in March 2025.
The shaded vertical bars depict recessions as determined by the National Bureau of Economic Research.
Source: Authors’ calculations using data from the U.S. Bureau of Economic Analysis, the Federal Reserve Board,
and the University of Michigan.
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