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1 Introduction

In order to contain the proliferation of bank runs, many countries have adopted explicit

deposit insurance during recent decades.1 The major theoretical case for deposit protection

relies on models in the style of Diamond and Dybvig (1983), where deposit insurance

enables depositors to reap the full benefits of banking at no cost, by eliminating runs as

the only source of failure. However, there is now widespread agreement that most bank

failures are driven by weaknesses in economic balance sheets rather than by self-fulfilling

panics. Thus the adoption of deposit insurance may imply heavy losses2 and involves a

tradeoff: Preventing runs is a welcome result if a bank is solvent, but it is less reasonable

if depositors have good reason to run and to enforce closure of an insolvent institution.

In a nutshell, deposit protection inhibits both inefficient and efficient bank runs and may

encourage banks to engage in imprudent practices.

The focus of this paper is on the amount of coverage offered to depositors, which is

a key feature governing the tradeoffs surrounding deposit insurance and the centerpiece

of any discussion of reforms. While partial insurance may fail to prevent runs, as the

experience of U.K. bank Northern Rock in September 2007 well demonstrated, it may

strengthen market discipline. This gives rise to the vital question of whether there is an

optimal degree of protection. In most countries, we observe partial rather than full deposit

insurance, though governments tend to extend protection in the wake of financial turmoil.3

Whether the latter is an appropriate measure remains open to debate.

While the basic arguments against or in favor of full deposit insurance seem to be

reasonably understood, existing theories offer little, if any, guidance on the optimality

of partial insurance. A major difficulty resides in the fact that most bank run models,

1According to Demirguc-Kunt et al. (2005), the number of countries maintaining explicit deposit

insurance has risen to 88 by 2003, which is a quadruple of the 1984 figure.
2Benston and Kaufman (1997) report that in the United States, the debacle of insured savings and loan

associations in the 1980s alone required some $150 billion of taxpayer funds.
3For example, in 2008, the coverage limit in the United States was temporarily raised from $100,000

to $250,000 per depositor as a reaction to the subprime crisis, and European finance ministers agreed to

raise the minimal level of deposit insurance from 20,000 to 50,000 euros across the EU.
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following Diamond and Dybvig (1983), exhibit multiple equilibria. This makes it hard to

assess the difference even between a coverage of 1 percent and 99 percent of deposits. In

either case, anything may happen, depending on which equilibrium is selected, which in

turn is not explained by the model. To get rid of this indeterminacy, I therefore build

on the global games refinement technique, initiated by Carlsson and van Damme (1993).

In a global game, players privately observe noisy signals of the underlying state of the

world. With strategic complementarities and a minimal precision of signals, this setting

establishes a unique equilibrium in many models of coordination failure.

This paper considers a global game model of a bank that is financed by a continuum

of small depositors subject to (partial) deposit insurance, by a large uninsured lender,

and by the bank owner. The bank is run by a self-interested manager who can influence

the riskiness of bank assets. In equilibrium, the behavior and the utilities of all involved

agents are a function of the protection level. The model sheds light on how raising the

level of insurance mitigates market failures such as a lack of coordination among depositors

and how it reinforces other inefficiencies such as excessive risk taking by the banker. In

particular, it allows to derive an optimal level of insurance and yields hitherto unnoticed

results on comparative statics. Another insight, which is new to the literature, is that

a high level of insurance can even be detrimental if the behavior of banks is treated as

exogenous. The framework is also useful in exploring the design of deposit insurance and

its interaction with lending of last resort, bailouts, and capital regulation.

Various studies investigate the impact of deposit insurance coverage empirically. Demir-

guc - Kunt and Detragiache (2002), among others, provide evidence that a greater extent

of insurance induces more, rather than fewer bank failures. Imai (2006) finds that the

switch from a blanket guarantee to limited coverage of time deposits that took place in

Japan in 2002 enhanced market discipline. Some other recent studies use experiments to

address the impact of partial deposit coverage on bank runs, though the findings are not

conclusive. Schotter and Yorulmazer (2009) demonstrate that even partial insurance is

effective in diminishing runs, while Madies (2006) does not support this finding.

However, very few theoretical papers deal with the level of deposit coverage. Cooper

and Ross (2002) explore a Diamond-Dybvig model with moral hazard. They point out
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that full deposit insurance supports the first best outcome if and only if it is accompanied

by optimal capital requirements, and that otherwise partial rather than full insurance can

be preferable. Since their model overcomes the problem of indeterminacy by attaching

exogenous probabilities to sunspots, the incidence of bank runs is not related to the degree

of insurance. By contrast, my model allows for interaction between the level of coverage and

the conduct of depositors. Obviously, the paper is also related to the literature on global

games. Morris and Shin (2004) provide a model of pricing debt, Corsetti et al. (2004)

extend the seminal Morris and Shin (1998) model of speculative attacks to include a large

investor, and Goldstein and Pauzner (2005) explore a global game model in a banking

context. In another related model, Morris and Shin (2006) show that IMF assistance that

reduces coordination failures among investors can increase, or in some cases reduce, debtor

country moral hazard.

In light of its pivotal role, deposit coverage deserves more scrutiny. This paper attempts

to be a step in filling this gap and offers, to the best of my knowledge, the first unique

equilibrium analysis of partial insurance. The model is introduced in Section 2 of the

paper. In Section 3, I investigate the role of deposit insurance and the comparative statics

of the optimal coverage. Section 4 extends the model to include systemic risk and explores

various policy applications of the model. Section 5 concludes.

2 The Model

2.1 Basic Framework

The model considers a stylized bank that is run by a self-interested bank manager and

receives funding from a continuum with mass (1− α) of small dispersed depositors and a

single large lender with measure α, where α < 1. There are three periods t = 0, 1, 2 and

one good. Small and large lenders are born at date 0 with an endowment of 1 and derive

utility u(Ci) or uα(Cα) from consumption in period 2, where Ci [Cα] denotes consumption

of depositor i [of the large lender], and u(·) and uα(·) are twice continuously differentiable,

increasing, and weakly concave functions with u(0) = uα(0) = 0. There are two productive
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technologies. All agents have access to a storage technology that simply yields one unit

at either date 1 or 2. The bank, in turn, has access to a risky technology that generates

either one unit of output if terminated in period 1 or an uncertain but potentially higher

payoff if liquidated in period 2. To incorporate a role for equity, assume that the bank

owner has an endowment of β which is invested in the bank at date 0. While this evolves

as an endogenous choice for some values of the model’s parameters, another interpretation

is that the bank is subject to binding capital requirements captured by β.

At t = 0, the bank issues demandable debt contracts that offer each creditor either

a payment of 1 at date 1 or a higher payment at date 2. Since withdrawing at date 1

involves no risk, it is rational for everyone to become a depositor initially. However, at

the intermediate stage 1, small and large creditors individually and simultaneously decide

whether or not to withdraw their funds so as to maximize E1{u(Ci)} or E1{uα(Cα)},

respectively, where E1{} is the expectations operator conditional on the information set at

time t = 1. In period t = 2, the bank is liquidated and yields a gross return of

r(θ, l, v) =

 (1 + β − l) (1 + γ) if θ > η + ξl + κv

0 otherwise
, (1)

where θ is a random state drawn from a uniform distribution on the unit interval, l ∈ [0, 1]

denotes the mass of (small and large) creditors withdrawing at date 1, and v ∈ [0, 1] is a

risk level chosen by the bank manager. The parameter γ > 0 measures the return of the

banking technology if it is successful, whereas η, ξ, and κ are non-negative parameters that

characterize the bank’s likelihood of default. For simplicity, I assume that the proceeds

are evenly shared among eligible claim holders, such that in case of a successful outcome,

all creditors are promised a gross return of (1 + γ) and the residual equity is β(1 + γ).4

Several aspects of the banking technology deserve some further explanation. First, the

stochastic fundamental θ represents all aspects of the bank’s soundness that the banker

cannot influence. These can be macroeconomic shocks or bank-specific factors like simply

good or bad luck. The parameter η defines how likely the fundamentals are to lead to

4Notice that given the binary nature of the return, seniority of debt is not an issue and claims are

indeed equivalent in terms of risk.
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bank default irrespective of how the creditors and the banker behave. For example, if the

economy is expected to slide into a recession, this can be seen as an increase in η.

A second crucial feature of the bank’s technology is that the more funds are withdrawn

at date 1, the lower is the expected return on the remaining long-term investment. This

specification contains the notion of illiquidity due to a market imperfection. In the presence

of asymmetric information on the quality of loan portfolios, the bank may suffer from fire-

sale losses when trying to sell its assets before they mature. The negative impact of early

withdrawals on long-term investment proceeds is measured by the parameter ξ. Roughly

speaking, a large value of ξ means that a bank has chosen a low level of liquid reserves or

that its assets are particularly illiquid.5

Third, the model assumes that the bank manager faces incentives that are not fully

compatible with maximizing the wealth of lenders (or even bank owners). Rather, in period

0, the manager chooses a risk level v to solve the optimization problem

max
v∈[0,1]

E0{π(v)} ≡ P (θ > η + ξl + κv)[β(1 + γ) + v]. (2)

The profit π(v) contains the residual claim of bank owners and an additional amount v

in case of success, but nothing otherwise. One interpretation of v is that the manager

tries to extract a private benefit that increases with risk but is only available if the bank

succeeds. Note that a bonus in the form of stock options exhibits exactly this kind of

properties. The impact of raising v is twofold: It increases the manager’s payoff in case

of success but lowers the likelihood of success. The parameter κ measures the impact of

risk taking on the probability of default. While the creditors in general also benefit from

the risky technology, from their perspective any v > 0 represents excessive risk that they

would prefer to avoid. However, suppose that, even though the level of v can be observed,

contracts are incomplete and cannot be conditioned on v.6

It is worth observing that the usefulness of the bank considered here lies simply in its

5Since illiquid assets tend to be rewarded with higher returns, θ > (η − ξ) + ξl + κv might be a more

convincing, albeit more complicated, condition for a high return in equation (1). As will be seen in Section

3.3, replacing η by η − ξ would not alter the comparative static results regarding ξ and η.
6For example, v may be observable but not verifiable or not enforceable. In fact, deposit contracts

contingent on management behavior are not observed in practice.
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ability to run an investment technology to which individuals have no access. Since all agents

consume in period 2, there is no need for bank contracts to offer liquidity insurance. Rather

than deriving an optimal contract endogenously, the model takes as given that the bank

issues demand deposits, as is observed in the real world. One reasonable story to justify

such contracts could be the argument of Calomiris and Kahn (1991) that demandable

debt serves as a disciplinary tool to prevent bankers from absconding with the funds of

depositors. As is shown below, there is a similar mechanism at work in this model.

The model is put in a global game framework by assuming that the distribution of

the fundamental variable is common knowledge but the state θ is not. Instead, creditors

privately observe noisy signals of the true θ at time 1, before deciding whether to withdraw.

It seems natural to expect the large lender, representing a sophisticated or institutional

investor, to be better informed than small depositors. For simplicity, suppose that the

large lender observes θ without noise, while each small depositor i observes a signal

si = θ + εi, (3)

where the random term εi is uniformly distributed on [−ε, ε] and independent of θ and of

εj ∀j 6= i.7 In addition, the following restrictions on the parameters are imposed:

0 < η < 1− ξ − κ, (4)

2ε ≤ min [η, 1− η − ξ − κ] . (5)

Assumption (5) ensures that the signal is of some minimal quality. The restrictions in (4)

in turn imply that there is at least one state θ < η in which the bank fails even if no

creditor withdraws at t = 1 and risk level v = 0, and at least one state θ > η + ξ + κ in

which the bank succeeds even if everyone withdraws in the intermediate period and if the

risk level is v = 1. So for some extreme states of nature, creditors have dominant actions.

Deposit insurance is now incorporated in the following way: If the bank fails, the

government or a private insurer steps in and immediately pays out an amount χ ∈ [0, 1+γ]

at date t = 2 to all insured depositors who have not yet withdrawn their funds. In order to

7For a discussion of varying the relative signal precision of the large investor, see Corsetti et al. (2004),

who were the first to consider small and large investors in a global game model of speculative attacks.
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capture the fact that real banks have both insured and uninsured liabilities on their balance

sheets, I assume that deposits of the small creditors are insured, while the claims of the

large lender are not. The large (institutional) lender can be interpreted as providing short-

term financing on a rollover basis other than core deposits. To cover potential outlays,

the insurer collects premiums (or taxes) from insured depositors, such that their payoff

is reduced by an amount τ independently of their withdrawing behavior.8 Both policy

parameters χ and τ are publicly and credibly announced at t = 0. The objective of the

insurer is to choose a coverage level χ to maximize the ex ante welfare function

W (χ) = (1− α)E0{u(Ci) | χ}+ wααE0{uα(Cα) | χ}+ wπE0{π | χ} − c(1− α)τ, (6)

where wα and wπ are the relative weights given to the payoffs of the large lender and the

banker, respectively, subject to a probabilistic budget constraint

(1− α)τ = χP (θ ≤ η + ξl + κv)E0{1− α− l̃ | θ ≤ η + ξl + κv}, (7)

where l̃ denotes the mass of insured depositors withdrawing at t = 1. Potential costs of

raising the required funds are captured in the above welfare function by subtracting an

amount proportional to aggregate taxes (1 − α)τ , and the parameter c ≥ 0 represents

constant marginal costs of collecting taxes such as distortions or administrative costs. The

constraint (7) manifests that the premiums levied upon depositors must cover expected,

rather than actual, equilibrium expenses. This would approximately hold if deposit insur-

ance were financed by many independent banks or in a repeated game where the insurer

must run a balanced budget on average, but not in every period.

The payoffs of agents are summarized in Table 1, and the timing of events is as follows:

• t = 0: The insurer announces χ and τ . Creditors and the bank owner invest in the

bank. The banker chooses v. Nature determines θ.

• t = 1: The creditors observe signals on θ and decide whether to withdraw.

• t = 2: The bank is liquidated. The proceeds, if any, are shared as contracted. If the

bank fails, insured depositors that have not withdrawn at t = 1 are reimbursed an

amount χ. All insured depositors pay a tax τ . Then agents consume.

8Assuming that premiums are paid by the bank but that insured depositors are offered a lower con-

tracted return than uninsured creditors and owners would imply a similar distribution of the burden.
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Table 1: Summary of payoffs

small depositors large lender banker

withdraw roll over withdraw roll over select v

θ > η+ ξl+κv u(1− τ) u(1+γ−τ) uα(1) uα(1 + γ) β(1+γ)+v

θ ≤ η+ ξl+κv u(1− τ) u(χ− τ) uα(1) 0 0

2.2 Unique Equilibrium

A small depositor’s [the large creditor’s] strategy is a plan that states whether or not to

withdraw at t = 1 for each signal si ∈ [−ε, 1 + ε] [for each possible observation θ] and for

each risk level v. The banker’s strategy is to select a risk level v subject to v ∈ [0, 1] for all

possible actions of creditors. In an equilibrium profile of strategies, each agent’s strategy

maximizes her expected utility, given her beliefs about the types of the other players, and

provided that all other players follow the strategies in the profile. Moreover, the insurer’s

choice of χ and τ must satisfy the probabilistic budget constraint. The main result of this

subsection is the following proposition, which is proved in the appendix:

Proposition 1 For any χ ∈ [0, 1 + γ], there is a unique Bayesian Nash equilibrium in

which small creditors leave their deposits in the bank if and only if their signal exceeds a

threshold s∗(χ), the large lender rolls over and the bank succeeds if and only if θ exceeds

a threshold θ∗(χ), the banker chooses a risk level v∗(χ), and a sufficient condition for the

premium τ ∗(χ) being uniquely determined ∀χ ∈ [0, 1 + γ] is −χu
′′(C)

u′(C)
≤ 1

2ε
∀C ∈ [χ, 1].9

The equilibrium outcome is uniquely determined by the realization of the fundamental

θ, which allows us to assess the likelihood of bank failure, the incidence of specific types of

behaviors, and the ex ante expected utilities of all agents. Small depositors withdraw at

date 1 with probability P [si ≤ s∗(χ)], in which case they achieve utility u (1−τ ∗(χ)). If a

depositor spots a signal higher than s∗(χ), two cases have to be distinguished: If θ > θ∗(χ),

9For example, a CRRA utility with a coefficient of relative risk aversion not exceeding 1
2ε , which is a

number between 2 and infinity, would meet this requirement. Without such a restriction, it cannot be

excluded that there may be utility functions for which more than one choice of τ satisfies the budget

constraint. This would not affect the uniqueness of equilibrium once a particular τ is chosen, but might

imply that different levels of τ are consistent with a given χ.
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the resulting utility is u (1+γ −τ ∗(χ)), whereas if θ ≤ θ∗(χ), a depositor ends up with

utility u (χ−τ ∗(χ)). The large lender receives uα(1 + γ) with probability P [θ > θ∗(χ)] or

uα(1) with probability P [θ ≤ θ∗(χ)], and the banker obtains β(1 + γ) + v∗(χ) if θ > θ∗(χ)

but 0 otherwise. Thus the equilibrium payoffs can be derived as

E0{u(Ci) | χ} = P [si ≤ s∗(χ)] u (1−τ ∗(χ))

+P [(si > s∗(χ)) ∩ (θ > θ∗(χ))] u (1+γ−τ ∗(χ)) (8)

+P [(si > s∗(χ)) ∩ (θ ≤ θ∗(χ))] u(χ−τ ∗(χ)),

E0{uα(Cα) | χ} = P [θ ≤ θ∗(χ)] uα(1) + P [θ > θ∗(χ)] uα(1 + γ), (9)

E0{π | χ} = P [θ > θ∗(χ)] (β(1 + γ) + v∗(χ)), (10)

where the according probabilities are given by

P [θ ≤ θ∗(χ)] = θ∗(χ), (11)

P [si ≤ s∗(χ)] =

s∗(χ) if χ ≤ 1

0 if χ > 1
, (12)

P [(si > s∗(χ)) ∩ (θ > θ∗(χ))] =

1− s∗(χ)− (θ∗(χ)−s∗(χ)+ε)2

4ε
if χ ≤ 1

1− θ∗(χ) if χ > 1
, (13)

P [(si > s∗(χ)) ∩ (θ ≤ θ∗(χ))] =


(θ∗(χ)−s∗(χ)+ε)2

4ε
if χ ≤ 1

θ∗(χ) if χ > 1
. (14)

The equilibrium payoffs can now be used to assess welfare W (χ) and to derive an optimal

level of χ. Yet before doing so, it seems worthwhile to reflect on the sources of market

failure and on the role of deposit insurance in more detail.

3 Analysis of the Optimal Coverage

3.1 Sources of Market Failure

It is essential to recognize that the equilibrium is inefficient and leaves room for improve-

ment, which could serve as a justification for adopting deposit insurance in the first place.

There are three sources of inefficiencies. First, bank runs can be inefficient. To provide

more accuracy on the subject, Table 2 divides the state of fundamental θ into four cases:
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Table 2: Status of bank and role of bank runs

fundamental state θ status of bank marginal cause

of failure

role of bank

runs

θ ≤ η insolvent and illiquid nature efficient

η < θ ≤ η + κv∗(χ) insolvent and illiquid banker efficient

η + κv∗(χ) < θ ≤ θ∗(χ) solvent but illiquid depositors inefficient

θ > θ∗(χ) solvent and liquid none not effective

If θ falls short of the solvency threshold η+κv∗(χ), the bank is fundamentally insolvent

and fails even if no creditor withdraws. If θ is even lower than η, the bank fails irrespective

of the banker’s choice of risk, whereas if η < θ ≤ η + κv∗(χ), the (marginal) blame for

failure is on the bank manager. In either case, the bank should be liquidated before date

2, and runs are efficient. However, it can also be shown that θ∗(χ) > η + κv∗(χ). This

implies that for all states θ ∈ (η+κv∗(χ)), θ∗(χ), the bank fails only because depositors are

unable to coordinate their actions, thereby triggering the collapse of a solvent but illiquid

institution. These bank runs are inefficient. Thus, the coordination failure entails a failure

threshold that is higher than optimal from a welfare point of view.

The second source of market failure is excessive risk taking by the bank manager.

This inefficiency arises due to an externality because the manager, ignoring the impact on

creditors, tends to assume excessively high risk. This occurs whenever v∗(χ) exceeds 0.

A third and more subtle inefficiency resides in the fact that because of their noisy

information, depositors are prone to make suboptimal choices in equilibrium. Drawing on

the language of statistics and presuming a null hypothesis of a successful bank, they may

commit either type I or type II errors, which are illustrated in Table 3. On the one hand,

if χ < 1, they may forgo an amount γ by withdrawing although the bank survives. The

probability eI(χ) of this type I or “overpessimistic” error is

eI(χ) = P [(si ≤ s∗(χ)) ∩ (θ > θ∗(χ))] =

 (s∗(χ)− θ∗(χ) + ε)2/4ε if χ ≤ 1

0 if χ > 1,
. (15)

On the other hand, depositors may leave their funds in a collapsing bank, in which case it

would have been more efficient to withdraw. The likelihood of this type II or “overconfi-

dent” error, henceforth denoted eII(χ), is given by equation (14). If χ exceeds a level χ̃,
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depositors may even desist from withdrawing if the bank is insolvent, which is a particularly

inefficient kind of type II error.10

Table 3: Types of errors

depositor’s

signal

state θ type of

error

payoff payoff

forgone

probability of

the event

si ≤ s∗(χ) θ ≤ θ∗(χ) none 1− τ∗(χ) 0 θ∗(χ)− eII(χ)

si ≤ s∗(χ) θ > θ∗(χ) type I 1− τ∗(χ) γ eI(χ)

si > s∗(χ) θ ≤ θ∗(χ) type II χ− τ∗(χ) max[1−χ, 0] eII(χ)

si > s∗(χ) θ > θ∗(χ) none 1+γ− τ∗(χ) 0 1−θ∗(χ)−eI(χ)

3.2 The Role of Deposit Insurance Coverage

The vital question arising from the preceding discussion is how these inefficiencies are

affected by deposit insurance. In this section, I show that the level of coverage is the

driving feature both in mitigating some market failures and in reinforcing some other

inefficiencies. The consequences of varying the coverage χ can be summarized as follows:

Proposition 2 ∀χ ∈ [0, 1 +γ], the functions s∗(χ), θ∗(χ), τ ∗(χ), v∗(χ), eI(χ), and eII(χ)

are continuous in χ, with the exception that s∗(χ), τ ∗(χ), and eII(χ) are discontinuous at

χ = 1. The slopes with respect to χ are

(i) ds∗(χ)
dχ

< dθ∗(χ)
dχ

< 0 ∀χ < 1, ds∗(χ)
dχ

= dθ∗(χ)
dχ

= 0 ∀χ > 1,

ii) deI(χ)
dχ

< 0 ∀χ < 1, deI(χ)
dχ

= 0 ∀χ > 1,

(iii) deII(χ)
dχ

> 0 ∀χ < 1, deII(χ)
dχ

= 0 ∀χ > 1,

(iv) dτ∗(χ)
dχ

> 0 ∀χ < 1 and ∀χ > 1, and

(v) dv∗(χ)
dχ

≥ 0 ∀χ.

The proposition is proved in Appendix A.2. In economic terms, the above findings (i) to

(v) imply the following effects of raising the degree of deposit insurance:

• (i) more coordination, less bank failure: The major benefit of augmenting the

degree of insurance is to reduce the extent of coordination failure and thereby the

10χ̃ is the unique value of χ solving s∗(χ) = η + κv∗(χ) + ε, where s∗(1) = η + κv∗(χ)− ε, ds
∗

dχ < 0 and

dv∗

dχ ≥ 0 (see Proposition 2) imply χ̃ < 1.
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threshold θ∗(χ). Intuitively, this holds because raising χ induces depositors to leave

their funds in the bank for a larger range of signals.

• (ii) less overpessimistic errors: A second advantage is that a higher χ renders it

less likely that bank customers withdraw their deposits from a sound institution, be-

cause the increase in depositors’ confidence is more than proportional to the decrease

in the likelihood of bank failure.

• (iii) more overconfident errors: However, the same logic also implies that a

higher coverage χ raises the proportion of depositors leaving their funds in a failing,

perhaps even insolvent bank. This moral hazard type behavior of depositors always

implies a waste of resources, even if χ ≥ 1, because the insurer must pay for the lost

funds, a cost that is reflected in the equilibrium premium.

• (iv) higher taxes and distortions: As a consequence, increasing χ involves higher

taxes. Even though extending χ lowers the likelihood of bank failure, it fails to do so

substantially enough so as to compensate for the higher costs in case of failure. This

also entails higher tax distortions, as supposed in the welfare function.

• (v) higher excessive risk: A final pitfall of high coverage is to increase excessive

risk taking by bank managers. The intuition behind this result is straightforward:

While deposit insurance does not affect the manager’s benefit which — in case of

success — increases with risk, a higher χ mitigates the negative impact of risk taking

on the likelihood of success, and hence induces the banker to assume higher risk.

A further and trivial source of improvement is that deposit insurance balances payoffs

across states of nature, which is always beneficial if agents are risk averse. However,

this is neither the specific nor the really interesting impact of deposit insurance, which is

typically recognized to be a tool preventing bank panics but inevitably evoking unintended

incentives. If protecting households from adverse wealth shocks were the major purpose, it

would seem more compelling to envision the adoption of wealth insurance that covers also

bond and stock holdings, real estate, and other assets. Thus, the case of risk neutrality, to

which I turn next, has the advantage not only of being analytically tractable, but also of
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allowing us to focus on the incentives that are specific to deposit insurance rather than on

generic aspects of insurance provision.11

Figure 1: Thresholds and welfare

with u(C) = uα(C) = C, η = 0.1, κ = α = 0.3, ε = 0.05,

ξ = γ = 0.25, β = 0.8, wα = 1 and wπ = c = 0.

The results of Proposition 2 corroborate the idea that deposit insurance may play a

beneficial role, yet the costs of augmenting the level of coverage can eventually outweigh

the benefits. Figure 1 provides an example of how the thresholds and probabilities θ∗(χ),

s∗(χ), eI(χ), eII(χ), and welfare depend on χ.

3.3 Optimal Coverage and Comparative Statics

While, in general, solving for the optimal χ has to be done numerically, the model with

risk neutrality is analytically solvable and implies the following result:

Proposition 3 (i) If u(C) = uα(C) = C and wπ = 0,12 there are thresholds ξ, ξ, β, and

11In this context, it is interesting to observe that the bank contracts in the literature on bank runs

provide insurance against liquidity risk (see, for example, Goldstein and Pauzner, 2005), but not against

the “technology risk” of a poor state of nature. Considered over a whole lifespan, the former is the risk

of having to consume more in some years than in others, while the latter is the risk of irrevocably losing

all of one’s savings, which is certainly no less significant. This is not denying that liquidity insurance may

matter, but the most significant effect of introducing deposit insurance in such a model would be risk

sharing across states of technology, which is neglected by the contracts considered.
12Assuming that the insurer ignores the profit of the banker simplifies computations and precludes the

perverse influence of an insurer trying to maximize the benefit v from excessive risk taking.
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β, where ξ > ξ and β > β, such that the optimal level of coverage is

χ∗ =



0 if ξ < ξ, or if ξ ≤ ξ < 2ξ and β ≤ β ≤ β

χ∗I if 2ξ ≤ ξ ≤ 2ξ and β ≤ β ≤ β

χ∗II if ξ ≤ ξ ≤ ξ and β < β, or if ξ ≤ ξ ≤ ξ and β > β

1 otherwise,

where χ∗I = (1+γ)[ξ(1+α(wα−1))−2εc]
(1+α(wα−1))+2ε(2+c)

and χ∗II = (1+γ)[ξ(1+α(wα−1))−εc]
(1+α(wα−1))+ε(2+c)

.

(ii) The optimal coverage with an exogenous v is χ∗v = min[max[χ∗II , 0], 1], where χ∗v ≥ χ∗.

A first notable insight from Proposition 3 (ii) is that partial or zero, rather than full,

deposit insurance can be optimal even if excessive risk taking is not taken into account.13

The reason for this conclusion is again that high coverage undermines the incentives of

depositors to engage in bank runs even if these are efficient. However, the most interesting

corollary is that the model provides clear-cut comparative statics of an increase in the level

of insurance, which are summarized in Table 4.14

Table 4: Comparative statics of optimal coverage

Parameter ξ η ε α γ c κ β wα wπ

Impact on χ∗ + 0 − − + − 0 0 + +∗

∗ If the assumption wπ = 0 is relaxed.

Some of these results appear more obvious than others. First, it comes as a small

surprise that the optimal coverage increases with a growing impact ξ of illiquidity. There-

fore, a high level of deposit insurance is less needed in an environment of highly developed

and liquid financial markets. What may be less obvious is that imposing stricter liquidity

requirements, which can be interpreted as lowering ξ, should come along with choosing a

lower χ. In other words, tightening liquidity regulation while at the same time extending

protection is not supported by the model.

13A proof of the proposition is sketched in the appendix. Strictly speaking, full coverage amounts to

χ = 1 + γ and is never optimal if c > 0, but in the following I also refer to χ = 1 as full insurance.
14The sign of the effects is only weakly positive or negative, for in the extreme cases where full or no

insurance is optimal, there is, of course, no further impact of a change in any parameter.
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A second notable conclusion is that χ∗ does not depend on η, which seems to be less

intuitive. Since η characterizes macroeconomic factors influencing expected bank prof-

itability, one might expect it to play a vital role. By contrast, the model implies that if a

government believes that a partial coverage is best during a boom, it should not switch to

unlimited protection if expecting a recession. Although a growing η has an adverse impact

on welfare, there is nothing deposit insurance can do about it. Government guarantees are

not a panacea for safeguarding banks from an economic downturn.

Third, χ∗ depends negatively on the dispersion ε of the signal, which is also a surprising

or even paradoxical result at first glance. The better depositors are informed, the more

they should be insured. This result emerges from the fact that the main benefit of raising

χ, manifesting itself in a lower threshold θ∗(χ), does not depend on ε, whereas the costs of

a higher χ captured by eII(χ) are increasing in ε. With regard to policy issues, this means

that increasing transparency, which amounts to lowering ε, calls for a higher rather than

a lower extent of deposit insurance.

As a fourth interesting implication, the larger the uninsured lender is, the lower is the

optimal degree of coverage. The intuition behind this result is that the existence of a

large lender helps to reduce the amount of coordination failure and thereby makes deposit

insurance less needed, which involves a lower optimal coverage.

Fifth, χ∗ depends positively on γ. This is not surprising insofar as a higher return on

bank assets renders it more attractive to lower the likelihood of failure, which, in turn, is

achieved by augmenting χ. Yet one should bear in mind that γ is the return only in case

of a good state of nature, whereas the ex ante expected return is also a function of risk

and depends in a more complex manner on χ. A sixth result is that higher administrative

costs or tax distortions c call for lower coverage, as would be expected.

Turning to the parameters that characterize risk taking by the banker, the impact κ

of the chosen risk level on bank failure and the equity β do not affect the optimal χ; the

latter, in particular, may be surprising. Although the chosen risk v∗ is a function of β, the

way v∗ depends on β is not affected by χ, that is, d2v
dχdβ

= 0. More importantly, however,

part (ii) of Proposition 3 indicates that the optimal coverage is (weakly) higher if the risk

level v is exogenous, confirming that moral hazard or even the potential for looting on the
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part of banks calls for a lower χ.

Table 4 further shows that χ∗ is increasing in the weights wα and wπ attached to the

utilities of the uninsured lender and the banker, implying that the more the insurer cares

about insured depositors, the less insurance she should grant them. Though this conclusion

again sounds puzzling, the reason behind it is intuitive. While all claim holders benefit

from the lower likelihood of failure associated with high coverage, the costs are ultimately

borne by the insured depositors. The model thus suggests that banks, and in particular

institutions that depend heavily on core deposits (that is, exhibit a low α) such as small

banks, should be most interested in lobbying for an extension of coverage. This is exactly

what was observed during the history of deposit insurance in the United States.15

4 Extensions and Policy Applications

4.1 Optimal Coverage with Systemic Risk

One argument brought forward in favor of inaugurating deposit insurance is that if bank

runs are contagious, preventing them is particularly relevant. While a rigorous discussion

of systemic risk is beyond the purpose of this paper, it is nonetheless interesting to explore

the implications for deposit insurance in a stylized extension of the model. Consider N

banks indexed by i = 1, 2, ..., N , each of which is financed by a continuum of depositors

and exhibits a gross return that depends on an independent draw of the fundamental

variable θ. The characteristics of banks are specified as in Section 2.1 with two exceptions

that capture contagion: First, suppose that bank i = 1 is systemically relevant because it

has an impact on K other banks indexed by i = N − K + 1, ..., N , while the remaining

N − K − 1 institutions, indexed by i = 2, ..., N − K, are immune to contagion. More

specifically, for all susceptible banks i ∈ {N −K + 1, ..., N} the parameter ηi is ηi = η if

bank 1 survives and ηi = η if bank 1 fails, where η < η < η and 1 ≤ K < N . For all

other banks i ∈ {1, 2, ..., N −K}, presume ηi = η. Second, I assume a sequential setting

in which depositors of the K susceptible banks observe whether bank 1 fails before they

15See, for example, the discussion in White(1997).
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decide whether to withdraw early.

An obvious cause for a such a linkage could be that K banks are substantial creditors

of bank 1. Thus the fraction K
N

is a measure of systemic risk. For analytical purposes, let

χ∗i be the optimal coverage on deposits of bank i if the coverage is allowed to be different

across banks and χ∗C be the optimal coverage if the restriction χi = χ ∀i is imposed. The

benchmark χ∗ stems from a model without contagion, where ηi = η ∀i. Furthermore, let

w1 be the weight that the insurer gives to the utility of creditors of bank 1, whereas the

weight of each remaining group of lenders is normalized to one and bankers receive zero

weight (that is, wπ = 0 ∀i). Under risk neutrality, we can then prove the following results,

as is shown in Appendix A.4:

Proposition 4 Whenever χ∗C is an interior solution, that is χ∗C ∈ (0, 1), we have:

(i) χ∗C > χ∗.

(ii) χ∗C is increasing with K
N

.

(iii) χ1 > χ∗C and χ∗i = χ∗ ∀i 6= 1.

(iv)
χ∗1
dw1

< 0,
χ∗i
dw1

= 0 ∀i 6= 1, and
χ∗C
dw1

< 0.

The upshot, that systemic risk increases the scope of deposit insurance, is consistent with

intuition, though the reason this holds merits closer attention. Conditioning ηi of K banks

on the performance of bank 1 introduces correlation into the model to which depositors

of the dependent banks react by running on their bank for more states of θ if bank 1

fails than if it does not. Yet it is vital to stress that this rational reaction does not call

for a higher level of protection. Rather, part (iii) of the proposition shows that if the

insurer could discriminate between banks, only bank 1 should be given a higher coverage

because of contagion. Results (ii) and (iv) in turn reveal that while depositors of the K

susceptible banks benefit from a higher χ∗1, bank 1 depositors are actually worse off. Thus,

χ∗C is decreasing in w1 and increasing in K
N

. The logic behind offering a higher coverage

is simply to reduce the likelihood of failure of a systemically relevant bank, which reduces

the emerging negative externality in case of a such failure.
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4.2 Discussion of Policy Alternatives

4.2.1 Optimal Caps versus Optimal Coinsurance

In the following subsections, the model is applied to address a number of issues regarding

the design of deposit insurance and its interaction with related policy interventions. Unless

otherwise noted, this discussion assumes that creditors are risk neutral, that the insurer

does not care about welfare of the banker (that is, wπ = 0), that there are no tax distortions

(that is, c = 0) and that there is no large lender (that is, α = 0).

One application of the model is to compare a regime with caps, where deposits are

protected up to a ceiling χ, to a regime with coinsurance, in which the insurer guarantees

a proportion χ̂ of deposits. For this purpose, we need to relax the standard assumption of

the literature on bank runs, that depositors withdraw either all funds or nothing at date 1,

because this assumption unduly limits the strategy space when it comes to assessing the

difference between caps and coinsurance. If depositors are confined to withdrawing either 0

or 1, they do not care about whether insurance covers 50 percent of deposits or a maximal

amount 0.5, for example. Therefore, suppose now that each depositor i withdraws an

amount ωi(si) ∈ [0, 1] at t = 1. The bank’s gross return at t = 2 is still given by equation

(1), but now the mass l of funds withdrawn at date 1 is computed as l =
∫
∀i ωidi. In

addition, assume that in a cap regime, depositors never withdraw the insured amount χ.

In either regime, there exists a unique equilibrium and an optimal level of deposit coverage.

However, the model reveals a remarkable difference in the performance of the two regimes

in terms of welfare:

Proposition 5 If χ and χ̂ are set optimally, welfare is strictly higher in a scheme of

coinsurance than in a scheme with a cap, unless the optimal coverage is zero.

The proposition, a proof of which is sketched in Appendix A.5, suggests that an optimal

design should involve coinsurance. The intuition behind this conclusion is that depositors

tend to leave more funds in failing banks in a system with caps. This entails higher

premiums, thereby more than offsetting the benefit of a lower failure threshold.

18



4.2.2 Deposit Insurance, Lending of Last Resort, and Bailouts

I now turn to investigate deposit insurance in combination with other forms of liquidity or

solvency assistance. On the one hand, consider a lender of last resort (LolR) that steps in

at date 1 to compensate for any funds withdrawn by the creditors if and only if the bank

is solvent, that is, whenever θ > η + κv. The efficiency of this policy clearly depends on

how precisely the LolR can assess the state θ. In the following, I focus on the benchmark

of a “perfect” LolR that observes θ without noise and combines liquidity assistance with

disclosing the true state θ to the public at date t = 1. On the other hand, I explore an

unconditional full bailout policy where the government pays 1 + y to all debt holders — or

even bank owners — irrespective of whether the bank is solvent. Naturally, creditors still

have to pay the required level of taxes. Let W lolr(χ) and W b(χ) be the resulting welfare if

deposit insurance is combined with an optimal LolR policy or a bailout guarantee, while

W (χ∗) still denotes welfare under optimal deposit insurance alone. The implications for

deposit insurance and welfare can then be summarized as follows:

Proposition 6 (i) dW lolr(χ)
dχ

= dW b(χ)
dχ

= 0 ∀χ < 1, and dW lolr(χ)
dχ

< dW b(χ)
dχ

= 0 ∀χ > 1.

(ii) W lolr(0) > W (χ∗) > W b(0).

(iii) Any intervention that removes the coordination failure among the creditors (weakly)

increases excessive risk taking by the borrower.

The results are proved in Appendix 6 and are best understood by assessing how each

policy affects the inefficiencies discussed in Section 3.1. Both the LolR and the bailout

policy eliminate the strategic uncertainty among creditors, thereby immunizing the bank

from the threat of illiquidity due to early withdrawals. Even though this comes at the

cost of increasing risk taking, the positive impact of diminishing the coordination failure

dominates. In addition, the inefficiency of overpessimistic withdrawals (type I errors) is

also completely suppressed. As a consequence, deposit insurance becomes redundant in

combination with either an optimal LolR or with an unconditional bailout policy. The key

difference between the policies is that the pure liquidity assistance of the LolR supports

efficient withdrawals if the bank is insolvent (that is, prevents type II errors), while bailouts
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do not. Result (ii) thus concludes that the optimal LolR policy outperforms optimal deposit

insurance, and the latter dominates an unconditional bailout guarantee.

Some further observations of interest emerge from this analysis. First, recall that since

the large lender is precisely informed on θ, offering insurance could affect her behavior only

if χ ≥ 1. But extending full coverage to protect the large lender is tantamount to bailing

out all debtors. This establishes the fact that widening the circle of eligible creditors to

include the large lender is never an optimal policy. Second, the same outcome as under a

perfect LolR can also be achieved by combining public disclosure of θ with a contingent

deposit insurance, where χ = 1 + γ if θ > η + κv and χ = 0 otherwise, or by adopting

a perfect closure policy according to which the bank is shut down at t = 1 if and only if

θ ≤ η + κv.16

Finally and most remarkably, even seemingly perfect interventions fail to achieve the

first best outcome, for Proposition 6 (iii) highlights that a coordination failure among

creditors has a disciplinary effect on the borrower. The threat of “unnecessary” with-

drawals, which is credible only in the presence of a coordination failure, enables the banker

to commit herself to actions in the interest of lenders. Therefore, removing an inefficient

coordination failure inevitably enhances another inefficiency residing in the conduct of the

borrower. This conclusion is related to the analysis in Morris and Shin (2006), though the

context and the mechanisms differ to some extent, and, unlike in their model, the impact

here of achieving coordination on moral hazard is unambiguous.

4.2.3 Capital Adequacy and Moral Hazard

Another policy instrument that is ubiquitous in banking is capital regulation, which in the

model can be interpreted as requiring a minimal level of β. It has been shown above that

the optimal level of deposit insurance does not depend on β, suggesting that capital re-

quirements are not a direct substitute for deposit protection. However, it obviously follows

from the analysis in Appendix A.1 that dv∗

dβ
> 0 at least over some range of β. Tightening

capital adequacy rules can hence serve as a means to (partially) offset the adverse incen-

16However, the model cannot assess the implications of combining perfect disclosure and unconditional

partial deposit insurance, for this would reintroduce multiple equilibria into the model for a range of θ.
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tives on risk taking induced by deposit insurance. This bottom line is similar to the finding

of Cooper and Ross (2002), though unlike in their case, the first best outcome remains out

of reach. The preceding discussion also reveals that imposing capital restrictions is not

effective in containing risk taking if bank owners are bailed out.

5 Conclusions

The model derived in this paper allows for a rigorous analysis of partial deposit insurance.

The benefits of insurance involve eliminating inefficient withdrawals and bank runs due to

noisy information and coordination failures, whereas the drawbacks consist of suppressing

efficient withdrawals and of inducing excessive risk taking. A hitherto hardly noticed

conclusion is that a high level of coverage can even be detrimental if bank risk is exogenous,

because it undermines the occurrence of efficient bank runs. An extended version of the

model shows that systemic risk calls for a higher level of deposit insurance, albeit only for

systemically relevant banks from which contagion emanates, and not for the institutions

that are potentially affected by contagion.

A vital contribution of the model is to provide comparative statics of the optimal level

of coverage. In particular, the results imply that while tightening liquidity requirements

is a substitute for deposit insurance, increasing transparency is not. Rather, the optimal

coverage increases with the quality of the information available to depositors. Perhaps

surprisingly, the degree of deposit insurance should not vary with expectations regarding

the development of the real sector. This suggests that countries that in the past turned

to increased or even unlimited deposit insurance as a reaction to a crisis, such as Japan,

Turkey, or the United States, would do well to pause for thought on whether this is the

right measure to strengthen their banking systems. The model also demonstrates why the

presence of large creditors with uninsured claims calls for a lower level of insurance and

why a high coverage is foremost in the interest of bankers and uninsured lenders. Moreover,

it is consistent with small banks being particularly active lobbyists in favor of extending

deposit insurance.

Another key advantage of the model is its applicability to various policy issues. In
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practice, only a small, albeit growing, number of countries maintaining deposit insurance

require bank customers to coinsure a proportion of their deposits.17 According to the

model, however, an optimal design of protection should build on coinsurance rather than

on setting caps on insured deposits. It further indicates that deposit insurance becomes

redundant in combination with full bailouts or optimal lending of last resort. While an

unconditional bailout policy is about as inefficient as it can get, an optimal LolR policy

combined with perfect public disclosure comes closest to the first best outcome in terms of

welfare. Yet such an optimal policy, which requires protection to be contingent on bank

solvency, seems far more demanding and hence less realistic in practice than unconditional

deposit insurance. If regulators or central banks cannot precisely assess whether a bank

is solvent, interventions are likely to be a mixture of the benchmark policies considered.

Investigating these cases opens an interesting avenue for future research.
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A Appendix: Proofs

A.1 Proposition 1

The proof begins by treating not only χ, but also τ and v as given parameters. Focusing

on the reduced game among the creditors, we can state the following lemma:

Lemma 1 For any set {χ, τ, v}, where χ ∈ [0, 1 + γ], τ ∈ [0, χ] and v ∈ [0, 1], there exist

thresholds s∗(χ, τ, v) and θ∗(χ, τ, v) such that the unique equilibrium strategy of each small

depositor [of the large lender] is to withdraw at t = 1 if and only if observing si ≤ s∗(χ, τ, v)

[if and only if observing θ ≤ θ∗(χ, τ, v)], and the bank fails if and only if θ ≤ θ∗(χ, τ, v).

To prove the lemma, assume that small depositors follow switching strategies around a

threshold s according to which they withdraw at t = 1 if and only receiving a signal si ≤ s.

The mass l̃(s, θ) of small depositors withdrawing at t = 1 is then

l̃(s, θ)=

∫ min[s,θ+ε]

min[θ−ε,s]
(2ε)−1dsi =


0 if s < θ − ε

(1− α)[s− (θ − ε)]/2ε if θ−ε ≤ s ≤ θ+ε

1− α if s > θ + ε

(16)

and aggregate withdrawals are l(s, θ) = l̃(s, θ) if the large lender rolls over and l(s, θ) =

l̃(s, θ) + α otherwise. By solving θ = η + κv + ξl̃(s, θ) for θ, we obtain a threshold

θ(s) =
2ε(η + κv) + ξ(1− α)(s+ ε)

2ε+ ξ(1− α)
∀s ∈ [s, s], (17)

such that the bank succeeds if and only if θ > θ(s) provided the large lender rolls over,

where s ≡ η − ε and s ≡ η + ξ(1 − α) + κv + ε. By complete analogy, there is a unique

threshold θ(s) such that the bank succeeds if and only if θ > θ(s) when the large lender

withdraws. Given a trigger point s, the marginal impact of the large lender is to select one

of the trigger thresholds θ(s) or θ(s), where θ(s) > θ(s). Since the large lender precisely

observes θ and prefers θ(s), which yields the higher payoff 1 + γ for more states of θ, her

optimal response to switching strategies around s is to roll over if and only if θ > θ(s).18

18The same logic would apply with noisy signals of the large lender, but her trigger point would refer to

her imperfect signal, and the failure threshold of θ would hence become stochastic.
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If depositors switch around s and the large lender around θ(s), the expected utility of a

small depositor from rolling over if observing si = s is

Q(s, χ, τ) = P (θ > θ(s) | si = s)u(1+γ−τ) + P (θ ≤ θ(s) | si = s)u(χ−τ), (18)

where P (θ > θ(s) | si=s) =
(
s+ε−θ(s)

2ε

)
=
(
s+ε−η−κv
2ε+ξ(1−α)

)
. Equation (18) implies that

Q(s, χ, τ) = u(χ− τ), Q(s, χ, τ) = u(1 + γ − τ), and that ∂Q
∂s

> 0 ∀s ∈ [s, s]. There-

fore, ∀χ ∈ [0, 1] there exists a unique value s∗ of s that solves Q(s, χ, τ) = u(1−τ) for any

χ ∈ [0, 1] and any τ ∈ [0, χ]. Denote by θ∗ ≡ θ(s∗) the implied switching threshold of the

large lender, which is also the failure threshold. If χ > 1, no rational small depositor ever

withdraws. Equivalently, the switching point s can be defined as −ε (or any threshold be-

low −ε). The trigger threshold of θ boils down to θ∗ = η+κv in this case. Clearly, we have

shown that switching around s∗ [around θ∗] is each small depositor’s [the large lender’s]

best response provided the other creditors follow those strategies, and hence constitutes

an equilibrium. Solving equations (18) and (17) yields the following threshold functions:

s∗(χ, τ, v) =

θ
∗(χ, τ, v) +

(
2u(1−τ)−u(1+γ−τ)−u(χ−τ)

u(1+γ−τ)−u(χ−τ)

)
ε if χ ≤ 1

−ε if χ > 1
(19)

θ∗(χ, τ, v) =

η + κv +
(

u(1−τ)−u(χ−τ)
u(1+γ−τ)−u(χ−τ)

)
ξ(1− α) if χ ≤ 1

η + κv if χ > 1.
(20)

Moreover, it is well known in global games with strategic complementarities that this profile

is also the unique equilibrium of the reduced game among creditors, which can be proved

as in Morris and Shin (1998) or Frankel et al. (2003). This proves Lemma 1.

In a second step, turning to the problem of the banker, we can prove another lemma:

Lemma 2 For any given parameters {χ, τ}, where χ ∈ [0, 1 + γ] and τ ∈ [0, χ], there is a

unique optimal choice v∗(χ, τ) of v.

Given Lemma 1 and equation (2), differentiating E0{π} and solving the first order condition

dθ∗

dv
(v + β(1 + γ)) = 1− θ∗(χ, τ, v) (21)

for v yields

ṽ =


1−η−βκ(1+γ)

2κ
−
(

1−α
2κ

) (
u(1−τ)−u(χ−τ)
u(1+γ−τ)−u(χ−τ)

)
ξ if χ ≤ 1

1−η−βκ(1+γ)
2κ

if χ > 1.
(22)
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Since d2E{π}/dv2 < 0, ṽ is the optimal v provided it is an interior solution ṽ ∈ [0, 1]. Thus,

the unique equilibrium risk level is v∗(χ, τ) = min[max[ṽ, 0], 1]. This proves the lemma.

In a third step, plugging v∗(χ, τ) into equations (19) and (20) yields functions s∗(χ, τ) ≡

s∗(χ, τ, v∗(χ, τ)) and θ∗(χ, τ) ≡ θ∗(χ, τ, v∗(χ, τ)), which can be used, together with the

budget constraint in (7), to obtain a third intermediate result:

Lemma 3 Let q(χ, τ) be the insurer’s ex ante expected outlays per depositor. If −χu
′′(C)

u′(C)
≤

1
2ε
∀C ∈ [χ, 1], there is a unique value τ ∗(χ) of τ solving τ = q(χ, τ) ∀χ ∈ [0, 1 + γ].

Since the insurer pays out all insured depositors who observe a signal si > s∗(χ, τ) if the

bank fails, i.e. if θ ≤ θ∗(χ, τ), q(χ, τ) is obtained by multiplying the coverage χ by the

probability of having to reimburse a representative depositor, that is

q(χ, τ) = χ P [(si > s∗(χ, τ)) ∩ (θ < θ∗(χ, τ))]

= χ

∫ θ∗(χ,τ)

max[s∗(χ,τ)−ε,0]

∫ θ+ε

s∗(χ,τ)

f(si | θ)dsi dθ (23)

with f(si | θ) being the density of si conditional on θ. Computing the double integral on

the right-hand side of (23) results in

q(χ, τ) =


χΩ2

4ε
if χ ≤ 1

χθ∗(χ, τ) if χ > 1
, (24)

where Ω ≡ θ∗(χ, τ) − s∗(χ, τ) + ε. According to equation (19), Ω can be rearranged to

Ω = 2ε
(
u(1+γ−τ)−u(1−τ)
u(1+γ−τ)−u(χ−τ)

)
∀χ ≤ 1. Observe that 0 < Ω ≤ 2ε, establishing 0 ≤ q(χ, τ) ≤ χ

∀χ ∈ [0, 1 + γ]. Thus, since q(χ, τ) is continuous in τ , there exists at least one value of τ

solving τ = q(χ, τ), and a sufficient condition for single crossing as τ is raised from 0 to χ

is ∂q(χ,τ)
∂τ

< 1 ∀τ ∈ [0, χ]. The derivative ∂q(χ,τ)
∂τ

is

∂q(χ, τ)

∂τ
=


χΩ
2ε

∂Ω
∂τ

if χ ≤ 1

0 if χ > 1,
(25)

where ∂Ω
∂τ

= 2ε−[u(1+γ−τ)−u(χ−τ)][u′(1+γ−τ)−u′(1−τ)]+[u(1+γ−τ)−u(1−τ)][u′(1+γ−τ)−u′(χ−τ)]
[u(1+γ−τ)−u(χ−τ)]2

<

−2ε[u(1−τ)−u(χ−τ)][u′(1+γ−τ)−u′(χ−τ)]
[u(1+γ−τ)−u(χ−τ)]2

< −2ε[u′(1+γ−τ)−u′(χ−τ)]
u(1+γ−τ)−u(χ−τ)

. Because Ω ≤ 2ε, this implies

that ∀χ ≤ 1, a sufficient condition for ∂q(χ,τ)
∂τ

< 1 is −χ[u′(1+γ−τ)−u′(χ−τ)]
u(1+γ−τ)−u(χ−τ)

≤ 1
2ε

, which in turn

must hold if −χu
′′(C)

u′(C)
≤ 1

2ε
∀C ∈ [χ, 1]. This proves that ∀χ ∈ [0, 1 + γ], there is a unique τ

satisfying τ = q(χ, τ), as claimed.
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Hence, by virtue of the preceding lemmas, the unique equilibrium is characterized by

the threshold s∗(χ) ≡ s∗(χ, τ ∗(χ)) of small depositors’ signals, by the threshold θ∗(χ) ≡

θ∗(χ, τ ∗(χ)) of bank failure and of the large lender’s signal, by the risk level v∗(χ) ≡

v∗(χ, τ ∗(χ)), and by the premium τ ∗(χ). This proves Proposition 1. Q.E.D.

A.2 Proposition 2

In a first step, by equation (24), totally differentiating τ ∗(χ) = q(χ, τ ∗(χ)) with respect to

χ and defining Ω as in Appendix A.1 results in

dτ ∗(χ)

dχ
=

(
Ω2

4ε
+
χΩ

2ε

∂Ω

∂χ

)(
1− χΩ

2ε

∂Ω

∂τ

)−1

, (26)

∀χ ≤ 1. Notice that ∂Ω
∂χ

= 2εu′(χ−τ)[u(1+γ−τ)−u(1−τ)]
[u(1+γ−τ)−u(χ−τ)]2

> 0 and, from the proof of Lemma 3,

that χΩ
2ε

∂Ω
∂τ

< 1, such that dτ∗(χ)
dχ

> 0 follows immediately from (26) if χ ≤ 1. If χ > 1,

equations (20) and (22) show that θ∗(χ, τ) depends neither on χ nor on τ , which according

to equation (24) again implies dτ∗(χ)
dχ

> 0. This proves result (iv) of the proposition.

Second, recall from equation (22) that dv∗(χ)
dχ

= 0 whenever χ > 1 or if v∗(χ) is bounded

by 0 or by 1. In all other cases, invoking v∗(χ) ≡ v∗(χ, τ ∗(χ)) and u(1−τ)−u(χ−τ)
u(1+γ−τ)−u(χ−τ)

= 1−Ω
2ε

,

equation (22) involves dv∗(χ)
dχ

= (1−α)ξ
4κε

dΩ
dχ

. The messy part of the proof is to derive the sign

of dΩ
dχ

. Total differentiation of Ω with respect to χ yields

dΩ

dχ
=

Ωu′(χ− τ)

u(1 + γ − τ)− u(χ− τ)
+

2εΨ
(

Ω2

4ε
+ χΩ

2ε
∂Ω
∂χ

)
[u(1 + γ − τ)− u(χ− τ)]2

(
1− χΩ

2ε
∂Ω
∂τ

) , (27)

where

Ψ = u′(1− τ) [u(1 + γ − τ)− u(χ− τ)]

− u′(χ− τ) [u(1 + γ − τ)− u(1− χ)]

− u′(1 + γ − τ) [u(1− τ)− u(χ− τ)] . (28)

After some algebra, the derivative in (27) can be transformed to

dΩ

dχ
= Ω

u′(χ− τ) [u(1 + γ − τ)− u(χ− τ)] + Ψε [u(1 + γ − τ)− u(1− τ)]

[u(1 + γ − τ)− u(χ− τ)]3 − 2εχΨ [u(1 + γ − τ)− u(1− τ)]

=
Ω[u′(χ− τ)A+ εB]

[u(1 + γ − τ)− u(χ− τ)]3 − 2εχΨ [u(1 + γ − τ)− u(1− τ)]
, (29)
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where the terms A and B are

A = u(1− τ)− u(χ− τ) + (1− ε)[u(1 +γ− τ)− u(1− τ)] and

B = u′(1− τ)[u(1+γ− τ)− u(1− τ)] + [u′(1− τ)− u′(1+γ− τ)][u(1− τ)− u(χ− τ)].

Note that the numerator in (29) is positive for any increasing and weakly concave function

u(·) and that the denominator also exceeds 0 if Ψ ≤ 0, such that dΩ
dχ

> 0 evolves in this

case. Conversely, if Ψ > 0, in which case ∂Ω
∂τ
> 0 must hold, dΩ

dχ
= ∂Ω

∂χ
+ ∂Ω

∂τ∗
dτ∗

dχ
> 0 directly

follows from the above results dτ∗

dχ
> 0 and ∂Ω

∂χ
> 0. Thus we have shown that dΩ

dχ
> 0. This

proves that dv∗(χ)
dχ
≥ 0 as claimed in part (v) of the proposition.

In a third step, dΩ
dχ

> 0, dθ∗(χ)
dχ

= −(1−α)ξ
4ε

dΩ
dχ

and ds∗(χ)
dχ

= dθ∗(χ)
dχ
− dΩ

dχ
imply ds∗(χ)

dχ
<

dθ∗(χ)
dχ

< 0 as stated in part (i) of Proposition 2. The remaining parts (ii) and (iii) are

immediate corollaries of result (i) and of equations (15) and (14). Q.E.D.

A.3 Proposition 3

If u(C) = C and according to equations (19), (20), and (24), then the equilibrium values

θ∗(χ, v), s∗(χ, v), and τ ∗(χ, v) conditional on an exogenous v do not depend on τ and

simplify to

θ∗(χ, v) =

 η + κv + (1−χ)(1−α)ξ
(1+γ−χ)

if χ ≤ 1

η + κv if χ > 1
, (30)

s∗(χ, v) =

 η + κv + (1−χ)(1−α)ξ
(1+γ−χ)

+ (1−γ−χ)ε
(1+γ−χ)

if χ ≤ 1

−ε if χ > 1
, and (31)

τ ∗(χ, v) =


γ2εχ

(1+γ−χ)2
if χ ≤ 1

(η + κv)χ if χ > 1
. (32)

By equation (22), the bank manager’s optimal choice of v can be computed as

v∗(χ) =

max
[
0,min

[
1, 1−η−βκ(1+γ)

2κ
− (1−α)ξ(1−χ)

2κ(1+γ−χ)

]]
if χ ≤ 1

max
[
0,min

[
1, 1−η−βκ(1+γ)

2κ

]]
if χ > 1

. (33)

Plugging v∗(χ) into the above solutions then yields θ∗(χ), s∗(χ), and τ ∗(χ) with an endoge-

nous risk level v∗(χ). Observe from equations (30) to (32) that there is a sudden increase
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in τ ∗ if χ exceeds 1, because no creditor withdraws at t = 1 in this case. Further raising χ

above 1 does not affect any threshold but increases taxes, such that ∀χ ∈ (1, 1+γ], welfare

even decreases with χ if c > 0. Hence, no χ > 1 can constitute an optimum, and this fact

allows us to restrict attention to χ ∈ [0, 1].

After plugging the expressions in (30) to (32) into equations (8) to (14) and computing

W (χ) as given by (6), differentiating W (χ) and solving the first-order condition for χ yields

a unique solution χ∗I if v∗(χ) ∈ (0, 1) or χ∗II if v∗(χ) is bounded by 0 or 1. Since it can

be shown that d2W (χ)
dχ2

∣∣∣
χ=χ∗I

< 0 and d2W (χ)
dχ2

∣∣∣
χ=χ∗II

< 0, χ∗I or χ∗II is indeed an optimum

provided these solutions are within [0, 1]. Now, define by β [by β] the critical value of β

that solves v∗ = 1 [v∗ = 0]. Likewise, let ξI and ξI [ξ and ξ] be the values of ξ solving

χ∗I = 0 and χ∗I = 1 [χ∗II = 0 and χ∗II = 1]. Since ξI = 2ξ and ξI = 2ξ, the optimal χ can be

summarized as in Proposition 3, while dv∗

dβ
< 0 and dχ∗

dξ
> 0 ensure β > β and ξ > ξ.

To prove part (ii) of the proposition, notice that if v is exogenous, dW (χ)
dχ

does not

depend on v, and the optimal coverage is again χ∗II unless it is 0 or 1. Because χ∗II > χ∗I ,

this implies χ∗ ≥ χ∗v as claimed. Q.E.D.

A.4 Proposition 4

In the presence of contagion, the objective function of the insurer can be written as

WC(χ) = (w1 −1 +N −K)W (χ | η) +K[θ∗(χ)W (χ | η) + (1− θ∗(χ))W (χ | η)], (34)

where W (χ) is given by (6). χ∗C is the value of χ solving the first-order condition

dW (χ)

dχ

(w1 − 1) + (N −K)

K
=
dθ∗(χ)

dχ

(
W (χ | η)−W (χ | η)

)
. (35)

if it is an interior solution. Since W (χ | η)−W (χ | η) > 0 and dθ∗(χ)
dχ

< 0, the right-hand

side of (35) is negative for any χ. Invoking that d2W (χ)
dχ2

∣∣∣
χ=χ∗

< 0 and that dW (χ)
dχ

∣∣∣
χ=χ∗

= 0

if χ∗ ∈ [0, 1], this implies χ∗C > χ∗ if χ∗C ∈ [0, 1].19 A completely analogous argument

establishes that the optimal χ∗1, which is the value of χ1 solving

dW (χ1)

dχ1

w1

K
=
dθ∗(χ1)

dχ1

(
W (χ∗ | η)−W (χ∗ | η)

)
(36)

19Computations are available from the author on request.
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if it is an interior solution, must also exceed χ∗. Now recall that χ∗ does not depend on η,

from which follows χ∗i = χ∗ for i = 2, ..., N . This means that raising the coverage amount

χi of any individual bank i = 1, ..., N above χ∗ is detrimental to creditors of that particular

bank. The only reason for setting χ∗1 > χ∗ in case of bank 1 is that depositors of the K

susceptible banks benefit from reduced failures of bank 1. Clearly, this also implies
χ∗1
dw1

< 0

and
χ∗i
dw1

= 0 ∀i 6= 1. The same logic also establishes that if the same coverage amount

applies for all banks, the optimal χ∗C is increasing in K
N

and decreasing in w1. Q.E.D.

A.5 Proposition 5

To obtain a sketch of the proof, notice that in case of coinsurance, risk-neutral creditors

continue to withdraw either 0 or 1, such that the unique equilibrium and the optimal χ̂

are essentially equivalent to the results derived in Propositions 1 and 3. There is one

subtle difference though. By continuity, the additional assumption that depositors never

withdraw fully insured claims must also hold under coinsurance if χ̂ = 1, and the sudden

decrease in s∗ and increase in τ ∗, which are familiar from equations (31) and (32), do not

occur if the coverage amount is raised above 1, but already occur if χ̂ meets 1. Hence the

optimal χ∗ must be smaller than 1, although in some cases by an arbitrarily small amount.

In case of a cap χ, the equilibrium can again be derived as in Appendix A.1, with the

only difference being the introduction of partial switching strategies according to which

depositors withdraw 1 − χ if their signal is si ≤ s and 0 otherwise. Thus, given θ, an

amount

l(s, θ) =


0 if s < θ − ε

(1− χ) [s− (θ − ε)] /2ε if θ − ε ≤ s ≤ θ + ε

1− χ if s > θ + ε

is withdrawn at t = 1, and there is a critical threshold θ̃(s, χ) = 2ε(η+κv)+ξ(1−χ)(s+ε)
2ε+ξ(1−χ)

of θ

above which the bank succeeds. The expected utility differential between rolling over and

partially withdrawing, conditional on si = s and on the aggregate switching point s, is

H(s, χ) = P (θ > θ̃(s, χ) | si = s)(1 − χ)γ − P (θ ≤ θ̃(s, χ) | si = s)(1 − χ). By complete
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analogy to Lemma 1, it can then be shown that there is a unique value

s∗(χ, v) =

 η + κv +
(

1−χ
1+γ

)
ξ +

(
1−γ
1+γ

)
ε if χ ≤ 1

−ε if χ > 1
(37)

of s solving H(s, χ) = 0, which implies a unique fundamental threshold

θ
∗
(χ, v) =

 η + κv +
(

1−χ
1+γ

)
ξ if χ ≤ 1

η + κv if χ > 1
(38)

in a cap regime. The equilibrium choice of v can be derived as in Appendix A.1 and can

be substituted into the above thresholds s∗(χ, v) and θ
∗
(χ, v), whereas the equilibrium

premium is τ ∗(χ) = χθ
∗
(χ). Again, this equilibrium is unique.20

Next, denote welfare under a cap regime by W (χ), which, ∀χ < 1, is computed as

W (χ) = P [si > s∗(χ)]
(
χP [θ ≤ θ

∗
(χ)|si > s∗(χ)] + (1 + γ)P [θ > θ

∗
(χ)|si > s∗(χ)]

)
+P [si ≤ s∗(χ)]

(
1 + γχ P [θ > θ

∗|si ≤ s∗(χ)]
)
− (1 + c)τ ∗(χ). (39)

Unlike in the case of proportional insurance, some further algebra reveals that d2W
dχ2 =

2(1+c)ξ
(1+γ)

> 0 for any χ ∈ [0, 1] and dW
dχ

< 0 ∀χ > 1, which leaves χ ∈ {0, 1} as the only subset

of candidates for an optimal cap.21 Now the proof of Proposition 5 draws on a simple logic:

Since the optimal χ is either 1 or 0, the same result can also be achieved by setting χ̂ to 1

or 0. However, χ̂ = 1 is never the best choice in case of coinsurance. So the latter strictly

dominates a system with caps unless the optimal χ̂ is 0. Q.E.D.

A.6 Proposition 6

Since there is no strategic uncertainty under either a LolR with public disclosure of θ

or a bailout policy, the failure threshold boils down to θ∗ = η + κv. The implied risk

level v∗ = max[min[1−η−βκ(1+γ)
2κ

, 1], 0] weakly exceeds v∗(χ) without LolR or bailouts (see

Appendix A.1), as claimed in Proposition 6 (iii). The resulting θ∗ = η+ 1−η−βκ(1+γ)
2

is lower

than without LolR or bailouts. Thus, the net effect of restoring coordination is positive.

20See Frankel et al. (2003) for a proof with strategic complementarities and continuous actions.
21More detailed derivations are available from the author on request.
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In a next step, notice that the LolR with public disclosure of θ also fully prevents type

I and type II errors by depositors ∀χ ≤ 1, ensuring that τ ∗ = 0 and further improving

welfare. If χ > 1, depositors never withdraw, irrespective of whether there is a LolR. This

implies that dW lolr(χ)
dχ

= 0 ∀χ < 1, dW lolr(χ)
dχ

< 0 ∀χ > 1 and W lolr(0) > W (χ∗).

Under a bailout policy, no creditor withdraws at t = 1 even if χ ≤ 1, from which follows

dW b(χ)
dχ

= 0 ∀χ. By virtue of Proposition 3, no χ > 1 can be an optimal level of coverage

in the absence of bailouts. Moreover, observe that offering any χ > 1 to the large lender

further decreases welfare for the same reasons as in the case of small depositors. Taken

together, this implies W (χ∗) > W b(0) and completes the proof of Proposition 6.
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