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The Concept and Measurement of Savings:
The United States and Other industrialized

Countries

Derek W. Blades and Peter H. Sturm*

Introduction

1. It has long been recognized that conventionally measured saving ra-
tios differ widely between countries, and that among the 24 member coun-
tries of the OECD the U.S. economy is the one with the lowest national sav-
ing ratio. It is also true--though probably less well publicized-- that any’
definition of saving is to some extent arbitrary, and that given a specific
definition, institutional differences between countries may result in differ-
ences in saving ratios between economies which otherwise display identical
characteristics and behavior. The present paper analyzes the question of
how important institutional differences are in explaining observed differ-
ences in official saving ratios between the United States and other industri-
alized countries, and how sensitive this difference is to alternative defini-
tions of saving and income. This analysis will be carried out for both the
aggregate national saving ratio and the household saving ratio. A separate
treatment of the household sector seems justified, given the dominating
share this sector contributes to total national savings in most countries, and
the focus on household behavior in theoretical discussions of savings
determinants.

2. The various possible modifications of the official definition of sav-
ings discussed here result in a large number of alternative savings concepts.
Which of these alternatives is the "correct" one will of course depend on
the question analyzed. Special attention will be given in this paper to the
savings concept most relevant for the analysis of economic growth.

3. Part I of the paper discusses basic definitions and briefly presents
the actual data on official national and household saving ratios, concentra-
ting on long-term averages rather than year-to-year fluctuations in these
variables. Part II explores how intercountry differences in (long-term aver-
age) saving ratios are affected by institutional differences between coun-
tries, both for the household sector and the nation as a whole, given a stan-
dardized definition of savings. In Part III, plausible alternatives to the
standard definition of savings (and--where appropriate--income) are dis-
cussed, and their effect on intercountry differences in household and na-
tional saving ratios is explored quantitatively. A discussion of likely effects
of further possible modifications to the standard definition of saving, which

*Derek W. Blades is head of the National Accounts Section and Peter H. Sturm is a prin-
cipal administrator in the Growth Studies Division, both at the Organisation for Economic
Cooperation and Development in Paris.
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could not be carried out quantitatively in the present study due to data lim-
itations, is presented in Part IV. The final section--Part V--attempts to
answer the question of which savings concept is the most relevant in the
analysis of economic growth and its determinants.

I. Definitions and Actual Data

4. The savings data in this paper have been compiled according to the
System of National Accounts (SNA)l--the international system used by
both the OECD and the United Nations for reporting comparable national
accounts data. In the SNA, saving is the residual item in the income and
outlay accounts where it is obtained by subtracting current disbursements
from current receipts. Table 1 lists the transactions that enter into the SNA
income and outlay accounts for the nation as a whole and for each sector of
the economy.

5. In the United States National Income and Product Accounts (NIPA)
saving is similarly defined as the balance between current receipts and dis-
bursements. However, there is some disagreement between the SNA and
the NIPA as to what constitutes current (as opposed to’capital) transac-
tions, and as a result the two systems generate somewhat different measures
of saving. As regards household (or personal) saving the only difference
concerns the treatment of estate and gift taxes, which are regarded as cur-
rent outlays in the NIPA whereas the SNA treats them as capital outlays
which are financed by running down assets. As a result, household saving
according to the SNA is higher than on a NIPA basis by the value of such
taxes.

6. As regards national savings there are a number of differences be-
tween the NIPA and SNA definitions, the most important of which is that
in the NIPA all government purchases are treated as current consumption,
whereas the SNA takes the more conventional view that government con-
struction and purchases of equipment (excluding military hardware) con-
stitute investment. As a result, national saving in the NIPA is substantially
lower than according to the SNA. The resulting U.S. saving ratios compiled
according to the NIPA and SNA rules are depicted in the top two lines in
Table 2.

7. In the SNA, entrepreneurial incomes of unincorporated enterprises
and operating surpluses of corporate enterprises are always calculated after
deducting consumption of fixed capital. Consequently, saving is also shown
net of capital consumption. The drawback of this approach is that calcu-
lating the consumption of fixed capital creates both practical and theoreti-
cal difficulties, which are particularly severe in periods of inflation. Since
the procedures to compute capital consumption are not standardized
across countries, net saving is usually considered a less reliable statistic in
international comparison than gross saving, and so this latter concept is

~United Nations, A System of National Accounts, Series F, No. 2, Rev. 3 (New York:
United Nation, 1968).
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used throughout this paper. When reference is made below to saving and
disposable income "on an SNA basis," it should be understood to mean
gross rather than net saving as strictly required in the SNA.

8. Table 2 shows the extent to which national and household saving ra-
tios differ internationally even after all country figures have been standard-
ized to conform to the SNA definitions. Average net national saving ratios
during the period 1970 to 1980 ranged from a high of 33 percent for
Luxembourg to a low of 8 percent for the United States with an unweighted
area mean of 16 percent and a coefficient of variation for the country aver-
ages of 32 percent. On a gross basis Luxembourg and the United States
again represent the extremes--40~ percent and 184 percent, respectively.
The OECD average rises to 24 percent and the relative dispersion is re-
duced to 21 percent, although the coefficient of variation may exaggerate
the resulting convergence,z As regards the household sector the United
States has again a relatively low ratio on a net basis--8 percent compared
to an average of 13 percent for the 18 countries covered. When capital con-
sumption is added, the U.S. ratio increases to 124 percent--the fourth
lowest of the 11 countries included in Table 2.

9. National saving ratios are sometimes calculated with Gross Domes-
tic Product at market prices (GDP) or Gross National Product (GNP) as
the denominator. Here the economically more meaningful approach of us-
ing Gross National Disposable Income is preferred; this is the sum of gross
saving plus private and government final consumption expenditure. It ex-
ceeds GNP by net receipts of current transfers from abroad (a relatively
small negative number in most OECD countries), and exceeds GDP by
these same transfers plus net receipts of property income and compensa-
tion of employees from abroad (again a relatively small number for most
OECD countries). For household saving ratios the denominator used is gross
disposable income, which in the SNA is defined as gross saving plus con-
sumption expenditure.

2The coefficient of variation is the standard deviation of the saving ratios expressed as a
percentage of their mean, and thus shows the intercountry variation of saving ratios relative to
their average level. An adjustment (e.g., the transition from net to gross ratios) may result in
greater absolute differences between the ratios while still reducing the relative standard devia-
tion as measured by the coefficient of variation.
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Table 2
Saving Ratios Averaged from 1970-1980, Compiled According to SNA

National Household
Saving Ratios Saving Ratios

Neta Grossb Neta Grossb

United States (NtPA) 6.7 16.0 7.2 12.1

United States (SNA) 7.8 18.6 7.7 12.6
Canada 12.3 22.1 9.5 13.8
Japan 25.1 35.0 20.7 25.0
Australia 18.1 22.3 14.1 16.8
New Zealand 16.7 22.5 -- --

Austria 18.4 27.9 9.9 --
Belgium 14.0 22.1 16.6 --
Denmark t3.2 20.3 -- --
Finland 13.1 25.9 6.3 11.9
France 15.0 24.1 13.4 16.7

Germany 15.5 25.1 14.7 --
Greece 19.3 24.7 19.2 --
Iceland 14.0 25.4 -- --
Ireland 14.1 21.3 19.7 21.7
Italy 11.6 22.3 21.5 25.1

Luxembourg 33.2 40.5 -- --
Netherlands 17.1 24.9 14.1 14.6
Norway 14.1 27.2 -- --
Portugal 15.7 19.1 14.7 --
Spain 15.1 22.5 10.2 --

Sweden 12.4 21.5 4.2 8.3
Switzerland 20.1 28.7 12.8 --
Turkey 14.1 18.2 -- --
United Kingdom 8.9 19.0 8.0 10.9

Arithmetic mean 15.8 24.2 13.2 16.1
Coefficient of variation 0.32 0.21 0.38 0.33

aNet saving as percent of net disposable income.
bGross saving as percent of gross disposable income.

Country order: In this and subsequent tables, the non-European OECD countries appear
first, followed by the European members of OECD in alphabetical order.
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IL Intercountry Differences in Saving Ratios Due to Institutional
Differences

10. Saving ratios may differ between countries for three main reasons:
(i) because different definitions have been used for income and

saving;
(ii) because of differences in institutional arrangements; and
(iii) because social, economic, historical and cultural factors have

combined to produce different underlying propensities to save.
As already noted the savings data used here have been compiled according
to standard definitions so that the first possible cause of intercountry dif-
ferences has been eliminated. It is attempted here to identify institutional
differences between countries that may affect saving ratios and provide ad-
justed saving ratios that are institutionally neutral. Remaining intercountry
differences in these adjusted ratios must then be due to differences in the
underlying savings propensities with respect to the common definition of
savings adopted.

11. The institutional factors considered in this section are:
(i) the relative size of the unincorporated enterprise (small busi-

ness) sector;
(ii) the relative importance of social security pensions versus pri-

vate pension and life insurance schemes;
(iii) the relative importance of health and education services pro-

vided by government; and
(iv) the relative importance of taxes on consumption expenditure

as compared with taxes on income.
12. All four of these institutional factors may affect househoM saving

ratios which are therefore considered first; only the last one has any impact
on national saving ratios. The analysis to follow includes saving ratios for
the United States, Canada, Japan, Australia, Finland, France, Italy, Swe-
den, and the United Kingdom. While the choice of countries was limited by
data availability, the economies included in the analysis are believed to
constitute a representative sample of the more industrialized OECD
countries.

(a) Household Saving Ratios

Relative size of unincorporated business

13. In the SNA the household sector as defined for the income and
outlay accounts contains some unincorporated enterprises in addition to
households. The enterprises concerned are those for which the owners do
not keep a complete set of accounts, covering financial and capital transac-
tions in addition to production operations. The reason why such companies
are grouped together with households is that the lack of a complete set of
business accounts indicates that the owners will usually be unable to distin-
guish between receipts and outlays arising from business operations and
from household transactions. Unincorporated enterprises that keep corn-
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plete sets of accounts are termed "quasi-corporate" in the SNA and are, in
principle, included in the corporate enterprise sector.

14. There are sound practical reasons for including unincorporated
businesses in the household sector, and the SNA approach is in fact com-
mon to most national accounting systems. There are, however, several dif-
ferences between countries as regards both the relative importance of unin-
corporated enterprises and the way national accountants interpret the SNA
guidelines for distinguishing quasi-corporate from other unincorporated
enterprises. Clearly, these differences make international comparisons diffi-
cult, and it seems, therefore, worthwhile to attempt estimating saving ratios
for "pure" household sectors.

15. The entries in the income and outlay accounts which cannot read-
ily be split between households and unincorporated enterprises include en-
trepreneurial income, which is partly wage income and therefore a house-
hold receipt, and partly operating surplus which is a business receipt,
income taxes which should similarly be divided between taxes on employ-
ment income and business profits, and property income receipts earned on
assets that may be held by either the household or the business. Even if
these flows could be correctly divided it would still be necessary to calculate
how much of the operating surplus is withdrawn by households as a form of
property income, and how much is retained in the business. Several differ-
ent, equally plausible assumptions could be made to solve these various al-
location problems, and the meaning of the resulting "pure" household sav-
ings figure would be quite arbitrary.

16. Instead of trying to allocate each individual flow between busi-
nesses and households, a single "global" assumption can be" made about the
savings of unincorporated business included in the household sector. This
has the advantage that the results have an unambiguous interpretation.
This is the approach used here, where it is assumed that unincorporated
businesses save enough each year to maintain their stock of fixed assets. In
other words, their gross saving is exactly equal to consumption of fixed cap-
ital; net saving is zero and any additions to their fixed assets are financed
by borrowing from either the owners themselves or from financial
institutions.

17. "Pure household" saving ratios, obtained by applying this adjust-
ment, are shown in column 2 of Table 3. These are the average ratios calcu-

’tated as the arithmetic means of the ratios for each year 1970 to 1980. Table
3 shows that the effect of the adjustment is to reduce the SNA gross ratios
by between 3 to 5 percentage points. Judging by the coefficient of variation
for the nine country ratios, this adjustment tends to widen differences be-
tween countries. In most cases the adjusted ratios tend to rise more slowly
than the SNA ratios and for the United States the atypical decline in the
SNA household saving ratio is even more marked after the adjustment.

18. An alternative way of dealing with the problems of unincorporated
business included in the household sector is to treat the whole operating
surplus of the enterprise sector (rather than only the distributed or with-
drawn part of it) as income of the household sector. Admittedly, this is cir-



Table 3
Average Household Saving Ratios (~’) and Linear Trends (T) for the Period 1970-1980:
SNA basis and standardized for insfifufiona~ differences

(1) (2) (3) (4) (5) (6) (7) (8) (9)

United
States

Canada
Japan
Australia
Finland
France
Italy
Sweden
United

Excluding
net equity Including

Excluding Including in pension saving of
SNA gross saving of un- net saving and life social

saving incorporated of corporate insurance security
ratio enterprises enterprises funds funds

Adjusted for
government
health and Adjusted for Totally (,,) Totally (,~=)
education taxes on standardized standardized
services expenditure method A method B

2 T 2 T ~ T 2 T 2 T 2 T 2 T 2 T 2 T

12.6 -0.22 7.7 --0.35 15.0 --0.14 9.6 -0.41 13.7 -0.29 11.9 ,--0.21 13.4 --0.25 4.5 --0.56 15.8 -0.22
13.8 0.38 9.5 0.46 20,0 0.68 9.4 0.06 15.3 0.39 -- -- 16.0 0.39 5.4 0.11 24.3 0.63
25,0 0.28 20.7 0.16 27,8 --0.36 22.8 0.29 27.6 0.25 23.7 0.25 26.3 0.33 18.4 0.25 30.4 --0.42
16.8 --0.10 14.1 0.10 20,0 --0.15 .... 15.3 -0.18 18.7 --0.08 ....
11.9 0.07 6.3 0.15 16.4 0.06 11.7 --0.19 12.4 0.08 10.6 0.03 15.2 0.12 6.3 -- 18.0 0.11
16.7 -0.16 13.4 --0.15 18.1 -0.44 16.3 -0.19 17.6 -0.15 -- -- 20.2 --0.23 15.6 --0.27 22.6 --0.55
25.1 0.22 21.5 0.10 25.2 0.20 24.1 0.52 24.8 0.15 23.0 0.16 28.1 0.19 21.2 0.30 25.4 0.06
8.3 0.12 4.2 0.08 12.5 -0.01 7.3 0.16 14.4 --0.03 6.8 0.00 10.4 0.15 2.8 0.02 17.8 -0.46

Kingdom 10.g 0.62 8.0 0.57 13.5 0.57 4,6 0.41 11.4 0.67 9.0 0,37 12.5 0.70 1.1 0.21 13.4 0.57

Coefficient
of variation 0.36 -- 0.50 --    0,26 -- 0.51 -- 0.32 -- 0.43 --    0.32 -- 0.77 -- 0.25 --

The coefficient of variation is the ratio of the standard deviation to the mean. It shows whether the adjustments made have increased or reduced intercountry
differences in average saving ratios.

See text (par& 33) for explanation of methods A and B.
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cumventing rather than solving the disaggregation problems, but as it is ar-
guable that the level of household saving is not independent of the wealth
formation in the enterprise sector, this. approach can certainly be justified?

19. Because it seems unlikely that households’ spending behavior will
be affected by the level of consumption of fixed capital in the corporate sec-
tor, the adjusted saving ratios in column 3 of Table 3 include only the net
operating surplus of (financial and nonfinancial) corporate enterprises. As
is to be expected, the combined sector saving ratios are generally signifi-
cantly higher than those for the household sector alone, except for Italy
where during the 1970s the corporate sector recorded on average net oper-
ating deficits. Otherwise, the average increase varies between 1.4 percent-
age points for France and 6.2 points for Canada w!~h the coefficient of var-
iation dropping from 36 to 26 percent. For the United States this
adjustment results in an increase of 2.4 percentage points in the average
saving ratio--after Italy and France the lowest increase among the coun-
tries included in the sample.

20. The marked reduction in intercountry variability when saving ra-
tios are adjusted in this way could be interpreted as supporting the hypoth-
esis that, in making their decisions about savings, households take account
of earnings retained by companies in which they have an equity holding.
An alternative explanation for the sharp reduction in intercountry varia-
bility is that households may have a higher propensity to save dividend in-
come than other current receipts. If so, in countries where a high propor-
tion of profits are distributed, household saving ratios will tend to be high
and enterprise savings low; the reverse would be true where most profits
are retained within the enterprise sector. Combining the two sectors will
obviously produce more equal saving ratios across countries.

Relative importance of social security pensions

21. Households may provide for pensions and other retirement bene-
fits either by contributing to a government social security system, or by par-
ticipating in a private pension or life insurance scheme. While both kinds
of schemes serve the same purpose from the household’s point of view, the
SNA (and most national systems of accounts) considers that transactions
between households and social security schemes are current in nature, while
those with private schemes are mainly capital transactions. This implies
major differences in the way these transactions are treated in the income
and outlay account of households, and hence their impact on household sav-
ing. As a result SNA data are difficult to use for comparisons between coun-
tries that differ in the relative importance of social security versus private
schemes.

3Several theoretical and empirical studies argue indeed that household and business sav-
ings are close substitutes, cf. Paul A. David and John Scadding, "Private Savings: Ultra-ration-
ality, Aggregation and ’Denison’s Law’," Journal of Political Economy, 82 (March/April 1974),
225-49 and several empirical studies quoted therein.
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22. Treating households’ transactions with private schemes in the same
way as their transactions with social security schemes involves the follow-
ing adjustments:

(i) Adjust current receipts (R) by adding pension receipts (Pp), and
by deducting (imputed) receipts of interest and other property
income earned on pension and life insurance funds (Ie).

(ii) Adjust current disbursements (D) by adding contributmns (Cp)
and by subtracting service charges (Ap).

Adjusted saving (S’) is therefore equal to:

s’ = (R + _ ~rp) - + cp _ Ap)
which can be rearranged to yield:

(1)

S’ = (R - D) - [(I/~ + Cp) -- (P/~ + A~)]

From (2) it is clear that saving on an SNA basis (R - D) is to be adjusted
by subtracting the difference between the receipts (Ip + Cp) and the
outlays (Pp + Ap) of private pension and life insurance funds. This differ-
ence is the surplus available to the fund for investments, and is referred to
in the SNA as the increase in the "net equity of households in pension and
life insurance funds."

23. Gross disposable income--the denominator in the saving ratio--
consists of gross saving plus final consumption expenditure of households.
The latter should be adjusted by deducting service charges (Ap) for admin-
istering private pension schemes. Unfortunately, SNA statistics do not show
this item separately, and this adjustment is therefore not made to the sav-
ing ratios shown below. However, data for the United Kingdom suggest that
these service charges amount to less than 1 percent of household consump-
tion expenditure, and so the omission of this adjustment is unlikely to
cause serious distortions.

24. The adjusted ratios in column 4 of Table 3 are lower than the SNA
ratios by between 0.2 and 6.3 percentage points. The adjustments tend to
be particularly large for countries with low SNA household saving ratios
(e.g., the United Kingdom and Sweden) and relatively unimportant for
countries with high SNA ratios (e.g., Italy and Japan), indicating that pri-
vate life insurance and pension schemes tend to accumulate assets more
rapidly in low- than in high-saving countries. As a result the adjustment in-
creases the intercountry disparity in saving ratios. As regards changes over
time, the effect of the adjustment is generally to reduce the rate of increase,
and in the United States the removal of household saving in private pension
and insurance funds nearly doubles the rate of decline, while reducing the
average ratio by 3 percentage points.
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25. An alternative approach to standardizing the treatment of pen-
sions is to treat social security pension fund transactions in the same way as
transactions with private pension and life insurance funds. This involves
the following adjustments:

(i) Adjust current receipts (R) by deducting pensions received (P~)
and by adding interest and other property income earned on the
social security pension fund assets (Is).

(ii) Adjust current disbursements (D) by deducting pension contri-
butions (Cs), and by adding service charges (As).

Adjusted household savings therefore becomes:

S’ = (R -- Ps + Is) -- (D - Cs + As) (3)
which can be rearranged to yield:

S’ = (R - D) + [(Cs + Is) - (Ps + As)] (4)

This adjustment consists of the addition of savings of pension funds man-
aged by the social security administration to savings on an SNA basis
(R -- D).

26. Disposable income should also be adjusted by adding the service
charges for administering social security pension schemes. Unfortunately,
in the SNA statistics no distinction is made between the administrative
costs of pension schemes and for other social security branches and in the
table below no adjustment is therefore made to disposable income. This
will tend to overstate the adjusted saving ratios, but the error is not likely to
be very large.

27. The adjusted saving ratios in column 5 of Table 3 are higher in all
countries except Italy, where social security pension funds generated nega-
tive savings in 6 of the 11 years covered. Otherwise the adjustment in-
creases saving ratios by between 0.5 (United Kingdom) and 6.7 (Sweden)
percentage points, and tends to slightly reduce intercountry differences.
For the United States the adjustment results in an increase in the household
saving ratio by 1.1 percentage points.

Relative importance of public health and education expenditures

28. In all OECD countries health and education services are paid for
partly by private households and partly by government. In the national ac-
counts only private purchases of these services are included in household
consumption expenditures and the value of government health and educa-
tion services that households "purchase" indirectly through taxation are in-
cluded in government consumption expenditure. As there are marked dif-
ferences between countries in the extent of government involvement in
these activities, it seems worthwhile to consider the effect on household sav-
ing ratios of transferring government expenditures on health and educa-
tion services to household consumption.

29. Such a transfer will increase household current disbursements by
the amount of government expenditure on health and education. How this
affects household saving depends on how the government finances such ex-
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penditure and how government revenues would respond to the transfer. It
has been assumed here that the expenditure is financed by direct taxes on
households, and that these taxes are reduced by an identical amount when
the expenditure is transferred to the household sector, increasing its dispos-
able income by the same amount. Thus, household saving is not changed.
Saving ratios on the other hand will fall because of the rise in disposable
income, the denominator of the saving ratio.

30. The adjusted saving ratios in column 6 of Table 3 show the per-
centages saved out of household disposable income grossed up to include
the tax reduction entailed by transferring government expenditure to the
household sector. The differences between the adjusted and SNA ratios re-
flect the relative importance of government outlays in the fields of health
and education. The differences between the two ratios range from less than
1 percentage point (United States) to just over 2 points (Italy). The adjust-
ment reduces the trend growth of saving ratios in all countries except the
United States, indicating that government health and education expendi-
tures were rising more rapidly over the period than household disposable
income.

Tax structure

31. Governments may raise revenue from households either by direct
taxation--income taxes and social security contributions--or by taxes on
consumption--value-added taxes, import duties, sales taxes, etc. House-
hold saving is not affected by the choice of tax used since both kinds enter
into current disbursements, but saving ratios are reduced by the imposition
of consumption taxes because total consumption expenditure is part of dis-
posable income, which appears in the denominator. Since the relative im-
portance of direct versus consumption taxes varies between countries, it is
interesting to see what saving ratios would look like if all countries adopted
the same system of taxation. The adjusted ratios in column 7 of Table 3 are
obtained by deducting all consumption taxes from the denominator. They
thus show how saving ratios would change if consumption taxes were re-
placed by direct taxes.4

32. The adjusted ratios are mostly between 2 to 3 percentage points
higher than the SNA ratios. The differences are rather larger in France and
Finland where consumption taxes are relatively more important than in,
for example, the United States and Japan. The 1970-1980 growth rates are
virtually unchanged, and the coefficient of variation indicates that this ad-
justment brings only a small reduction in intercountry differences in saving
ratios.

4The tax data used for this adjustment are taken from Revenue Statistics of OECD Coun-
tries, an annual OECD publication prepared by the Directorate for Financial and Fiscal Af-
fairs. They are described as "taxes on production, sale, transfer, leasing and delivery of goods
and rendering of services." They consist mainly of value-added taxes, sales taxes, excises, and
customs and import duties, but they also include some export and investment taxes which
should properly be taken out. The amounts involved, however, are insignificant for the nine
countries considered here.
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Combined adjustments

33. The last two columns of Table 3 bring together the various adjust-
ments described above and show what happens to household saving ratios
when all the adjustments are made simultaneously. Alternative procedures
were discussed above both for adjusting saving ratios for the relative im-
portance of unincorporated enterprises, and for the adjustment with regard
to social security versus private pension and life insurance schemes. As a
result there are four possible methods of calculating "totally standardized"
saving ratios, and two of these--the lowest and the highest--are shown in
Table 3 as Methods A and B respectively.

34. Method A gives what may be termed "pure household" saving ra-
tios, obtained by deducting both savings of unincorporated enterprises and
net equity in private pension and life insurance funds from SNA household
savings. This implies that households take a myopic view of what constitutes
their saving, and are skeptical about their claims on retained business prof-
its and supposed rights in pension and life insurance funds. Ratios result-
ing from Method B, on the other hand, are obtained by adding in both cor-
porate savings and savings of social security pension funds, and thus come
close to national saving ratios. This Method B implies that households have
a more sophisticated ("rational") attitude, and adjust their consumption
behavior in the light of the savings accumulated on their behalf by the busi-
ness sector and the social security system.

35. The choice of method not only produces drastically different sav-
ing ratios, but also affects the country ranking except for the United King-
dom which remains the lowest saver whichever method is used. The coeffi-
cient of variation increases (is reduced) significantly if Method A(B) is
used, but the absolute difference between the highest and the lowest house-
hold saving ratio increases in either case compared to SNA ratios. Neither
adjustment method seems to improve the relative position of the United
States in the ranking order. A feature common to both methods A and B is
that in most cases they tend to reduce the trend growth, or accentuate the
trend decline, observed in SNA household saving ratios over the period
1970-1980.

(b) National Saving Ratios

36. Of the four institutional factors listed in paragraph 11 above, the
first three involve only the allocation of income and saving between sectors,
and therefore cancel out at the national level. However, since national dis-
posable income includes consumption taxes, the tax adjustment is also rele-
vant for national saving ratios. Column 2 of Table 4 shows national saving
ratios adjusted for a standard treatment of expenditure taxes. Compared
with the SNA ratios in Column 1 the standardized ratios are between 1
(United States) and 4 (Finland) percentage points higher. In all countries
except Australia the standardized ratios were falling more rapidly over the
period 1970 to 1980 indicating the decreasing relative importance of con-
sumption taxes during that period. In contrast with the household ratios,
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Table 4
Average National Saving Ratios (~’) and Linear Trends (T) for the Period
1970=1980: SNA basis and standardized for institutional differences

(1) (2)

SNA gross Adjusted for taxes
saving ratios on expenditure

~ T ~ T

United States 18.6 0.01 19.6 0.00
Canada 22.1 - 0.04 24.3 - 0,08
Japan 35.0 -0.93 36.7 - 1.10
Australia 22.3 - 0.97 25.8 - 0.67
Finland 25.9 - 0.37 29.9 - 0.38
France 24.1 - 0.48 27.6 - 0.59
Italy 22.3 - 0.05 24.4 - 0.09
Sweden 21.5 - 0,82 24.3 - 0.93
United Kingdom 19.0 -0.11 20.9 -0.14

Coefficient of variation* 0.20 -- 0.19 --

’:’See note to Table 3.

standardizing national saving ratios has virtually no effect on intercountry
differences as measured by the coefficient of variation of the sample,
though the saving ratios of individual countries may be affected noticeably
by the adjustment.

IlL Effects of Alternative Definitions of Incoxne and Saving

37. The SNA definitions of income and saving are uncontroversial in
the sense that virtually all national systems of accounts use identical or very
similar definitions. They are, however, in the nature of general-purpose
definitions, and it may well be that somewhat different definitions are more
appropriate for particular topics in economic analysis. Some alternative
concepts are discussed below and their impact on saving ratios is shown.
For the household sector the following changes are considered:

(i) treating expenditure on consumer durables as capital rather
than current outlays;

(ii) treating private education expenditure as a capital outlay; and
(iii) including inflation-induced capital gains and losses on financial

assets as a component of income.
For the national saving ratios the changes considered are:

(i) treating expenditures on consumer durables as capital outlays;
(ii) treating private and government expenditures on education as

capital outlays; and
(iii) treating research and development expenditures by enterprises

as capital outlays.
The inflation adjustment made to household saving ratios is less relevant at
the national level because inflation gains and losses mainly affect the allo-
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cation of saving between sectors and largely cancel out with respect to na-
tional savings.

(a) Household Saving Ratios

Classifying consumer durables as capital

38. In the SNA, final consumption expenditure of households includes
outlays on consumer durable goods such as household appliances and mo-
tor vehicles. Since these goods provide services over a number of years it is
frequently argued that they should be treated like producer durables and
included in capital rather than current expenditure. Since the share of
household expenditures devoted to consumer durables varies substantially
between countries, it seems interesting for purposes of international com-
parison to examine the effect of the alternative classification on household
saving ratios.

39. Treating purchases of consumer durables as capital rather than
current expenditure means that households are regarded like unincorpo-
rated enterprises that produce "consumer durable services" for their own
consumption. This is of course exactly the approach presently used with re-
gard to owner-occupiers who are treated like enterprises producing, for
their own use, "housing services" equal to the sum of consumption of fixed
capital, net operating surplus, and intermediate consumption. Adopting
the same approach for consumer durables involves the following changes to
the SNA household income and outlay account:

(i) Adjust current receipts (R) by adding the (imputed) net oper-
ating surplus (O) generated by the production of"consumer du-~
rable services," and by adding consumption of fixed capital in
respect of durable consumer goods (C).

(ii) Adjust current disbursements (D) by deducting purchases of
consumer durables (P), by adding (imputed) consumption of the
"consumer durable services" (V) that households are deemed to
be providing to themselves, and by deducting intermediate con-
sumption (/), involved in the production of these services. The
latter, consisting of repairs and maintenance of consumer dura-
bles, is presently included in final consumption expenditure, but
must now be treated as a business outlay (i.e., intermediate
input).

40. Using the above notation gross saving (S’) should now be calcu-
lated as:

s’ = (R + o + c)- (D - P + V-/) (5)
which can be rearranged to yield:

S’= (R--D) + (O + C+I- V+P) (6)

The value of "consumer durable services" (V) is of course the sum of net
operating surplus (O), consumption of fixed capital (C) and intermediate
consumption (/), so that the second term in (6) reduces to (P). Saving on an
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SNA basis is therefore to be increased by thevalue of purchases of con-
sumer durables.

41. Gross household disposable income--the denominator in the sav-
ing ratio--consists of gross saving plus household consumption expendi-
ture (X). The latter must be adjusted by deducting purchases of consumer
durables (P), by adding (imputed) consumption of "consumer durable serv-
ices" (V), and by deducting intermediate consumption (/). Gross household
disposable income (YD’) should therefore be calculated as:

YD’ = (R -- D + P) + (X- P + V-I)

Since V is equal to O + C + I, (7) can be written as:

YD’ = (R -- D) + (X + 0 + C)

(7)

(8)
42. As information is not available from the national accounts on the

values of the net operating surplus or the consumption of capital for con-
sumer durables, some simplifying assumptions are required. As regards net
operating surplus, this could be taken as equal to the interest that could
have been earned by investing in alternative assets (e.g., bonds) instead of
purchasing consumer durable goods,s Although there is always some op-
portunity cost in the decision to invest in consumer durables, the sim-
plifying assumption has been made here that opportunity costs, and there-
fore net operating surplus, is zero; in other words providing consumer
durable services for own consumption generates no income above what is
needed to replace the using up of the assets concerned.

43. Concerning the consumption of fixed capital another simplifying
assumption has been made, namely that its value each year is equal to pur-
chases of new consumer durables. This implies that the net stock of con-
sumer durables is stable. If, as is generally thought to be the case, the net

5Ruggles and Ruggles argue that ideally the value of consumer durable services should be
determined on the basis of equivalent rental values, but since these are not available for many
consumer durables, it is necessary to approximate rental values by the sum of capital con-
sumption and imputed interest on the capital value; cf. Richard Ruggles and Nancy Ruggles,
The Design of Economic Accounts (New York: National Bureau of Economic Research, 1970).
More recently the United States Bureau of Economic Analysis has published comprehensive
estimates of the value of consumer durable services, obtained as the sum of imputed interest,
capital consumption plus repairs and maintenance costs; cf. Arnold Katz and Janice Peskin,
"The Volume of Services Provided by the Stock of Consumer Durables, 1947-77: An Oppor-
tunity Cost Measure," Survey of Current Business, Vol. 60, no. 7, (July 1980), 22-31.
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stock is actually growing, the adjustment ratios given in column 2 of Table
5 are too low because the denominators are overstated. Data for the United
States suggests, however, that the errors involved are not very large.6

44. Table 5 shows that the exclusion of consumer durable goods from
household consumption expenditure has a marked impact on saving ratios;
their period-averages increase by between 3 (Japan) and 10 (Canada) per-
centage points, and in some years the adjusted saving ratios are twice as
high as the SNA ratios. In general the increases are most marked for coun-
tries with low SNA ratios, with the result that the adjustment tends to re-
duce intercountry differences significantly. For the United States the ad-

Table 5
Average Household Saving Ratios (~’) and Linear Trends (T) for the Period 1970-1980:
SNA basis and adjusted for different concepts of saving and income

(1) (2) (3) (4)

Including Including
expenditure private Including

SNA gross on consumer expenditure inflation gains
saving ratio durables on education and losses

~ T ~ T ~ T ~ T
United

States 12.6 -0.22 20.7 -0.15 14.4 -0.24 10.7 -0.40
Canada 13.8 0.38 23.8 0.32 16.3 0.36 12.0 0.33
Japan 25.0 0.28 28.2 0.18 26.2 0.30 21.1 0.44
Australia 16.8 -0.10 -- -- 17.3 -0.15 -- --
Finland 11.9 0.07 19.2 0.10 ....
France 16.7 -0.16 23.6 -0.17 17.0 -0.15 13.3 -0.22
Italy 25.1 0.22 28.6 0.58 25,4 0.21 -- --
Sweden 8.3 0.12 16.2 0.09 8,5 0.12 --
United

Kingdom 10.9 0.62 17.9 0.60 12.7 0.60 4.0 0.55
Coefficient
of variation~ 0.36 -- 0.19 -- 0.33 -- --

"’See note to Table 3.

6The United States is one of the few countries that publishes estimates of gross and net
capital stock of consumer durable goods. A description of these data is given in John Mus-
grave, "Durable Goods Owned by Consumers in the United States, 1925-1977," Survey of
Current Business, Vol. 59, no. 3, (March 1979). Using alternative denominators gives the fol-
lowing saving ratios:

1970 1972 1974 1976

Using capital consumption    20.9 21.2 21.7 21.0
Using purchases of
consumer durables 20.7 20.6 21.3 20.6
In countries where the replacement component of durable purchases is markedly smaller than
in the United States the error will, however, be bigger.
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justment considerably dampens the decline in the household saving ratio
recorded between 1975 and 1978, suggesting a switch from financial savings
to purchases of consumer durables during this period.

Classifying education expenditures as capital outlays

45. While education expenditures do not create physical assets they
result in "major alterations" to an existing asset--the "stock of human cap-
ital"--which g~eatly enhance its productivity. Alterations of this kind are
treated in the SNA as investments when they are made to physical capital
goods, and here the effect on household saving ratios is examined if this
treatment were extended to human capital.

46. Treating household expenditure on education as a capital outlay
requires a similar kind of adjustment to the accounts as was made earlier
t~or consumer durable goods. Households are treated as though they were
unincorporated enterprises that purchase an intangible capital asset--edu-
cation-which is then used to produce "human capital services." There is,
however, an important difference between consumer durable and human
capital services, in that the latter are not primarily for own consumption,
but are sold to other households, enterprises, or government. This greatly
simplifies matters since household disposable income already includes, as
part of wages and entrepreneurial income, the gross operating surplus
(O + C) generated by "human capital services," while such income had to
be separately imputed in the case of consumer durable services. As a result
the only adjustment required is the addition of education expenditures to
the numerator of the saving ratio.7

47. Column 3 of Table 5 shows that the adjustment raises household
saving ratios by between 0.2 (Sweden) and 2.5 (Canada) percentage points.
The increase for the United States amounts to 1.8 percentage points, re-
flecting the above-average importance of households’ educational expendi-
ture in this country. There is a small reduction in intercountry differences
as measured by the coefficient of variation.

Inflation gains and losses

48. In the SNA, gains and losses on liabilities and assets are shown in
the balance sheet accounts where they appear as a reconciliation item be-
tween the opening and closing stocks. Some of these gains and losses arise
from exceptional events such as physical destruction of assets (i.e., natural
disasters or business failures) but gains and losses arising from holding fi-
nancial assets and liabilities during periods of persistent inflation are regu-
lar and predictable and there is a prima facie case for treating these par-
ticular gains and losses as current flows and including them in income and
savings.

7By ignoring the opportunity cost of forgone earnings by students, this may considerably
underestimate the actual investment in human capital taking place.
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49. Households hold durable goods--notably dwellings--equities,
and other financial assets, and they incur nonequity liabilities. Holding
gains and losses may arise with respect to any of these assets and liabilities,
but for reasons of data availability it is only possible to consider inflation
gains and losses on nonequity assets and liabilities, i.e., basically assets and
liabilities denominated in money terms such as bank deposits, mortgages,
and bonds, but excluding shares. Jack Hibbert8 has recently prepared for
five OECD countries estimates of the gains and losses in terms of current-
year purchasing power during the period 1970-1979.

50. For the household sector, nonequity financial assets tend to exceed
liabilities so that net capital gains due to inflation are negative, i.e., capital
losses, in the case of households. As a result, household saving and disposa-
ble income are both reduced by inflation losses in calculating the adjusted
saving ratios shown in the fourth column of Table 5. The saving ratios fall
by between 6.9 (United Kingdom) and 1.8 (Canada) percentage points. In
all countries except Japan the inflation adjustment reduces the growth or
accentuates the decline of saving ratios over the period, with a particularly
marked fall in the case of the United States?

(b) National Saving Ratios

Classifying consumer durables as capital

51. The rationale behind the classification of expenditure on consumer
durables as a capital outlay was discussed above. Column 2 of Table 6 shows
that when this adjustment is followed through to the national saving ratios,
there is a marked reduction in the difference between countries with the
coefficient of variation falling from 20 to 15 percent. The 3.7 percentage
point increase in the United States is the second highest (after Canada) in
the sample, compared with only a 2.0 percentage point increase for Japan.

Classifying education expenditures as capital outlays

52. This is a similar adjustment to that made above to household sav-
ing ratios, except that for the national saving ratio both government and
private education expenditures are included in the numerator. Column 3 of
Table 6 shows that the adjustment substantially increases the national sav-
ing ratios and increases their growth (or reduces their decline) during the
1970s. The increase is the highest for the United States (6.1 percentage
points) thus reducing the "savings gap" generally diagnosed for this
country.

8Jack Hibbert, Measuring the Effects of Inflation on Income, Saving, and Wealth, forth-
coming publication of the OECD and the Statistical Office of the European Communities.

9In these countries inflation-induced holding losses have apparently not been neutralized
by reinvestment of inflated nominal interest earnings. In fact, if inflation is not anticipated, the
increase in nominal returns will not occur and the holding loss will correspond to a real loss.
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Table 6
Average National Saving Ratios (~’) and Linear Trends (T) for the Period 1970-1980:
SNA basis, and adjusted tot different concepts ot income and saving

(1) (2) (3) (4)

Including
Including expenditure

expenditure Including on research
SNA gross on consumer expenditure and develop-
saving ratio durables on education menta

~ T ~ T ~ T ~ T

United
States 18.6 0.01 24.3 0.05 24.7 0,11 19.5 0.02

Canada 22.1 -0.04 28.4 -0.03 -- -- 22.3 -0,03
Japan 35.0 -0.93 37.0 -0.93 39,4 -0.79 36.1 -1.00
Australia 22.3 - 0.97 -- I 26.2 0,28 -- --
Finland 25.9 -0.37 29.8 -0.33 -- -- 26.3 -0.37
France 24.1 --0.48 28,9 -0.41 -- -- 24.6 -0.49
Italy 22.3 --0.05 25,5 -0.28 26.7 -0.03 22,6 -0,05
Sweden 21,5 -0.82 25.6 -0.79 27.1 -0.73 22.1
United

Kingdom 19.0 -0.11 23.4 -0.12 24.5 -0.08 19.3 0.08

Coefficient
of variation* 0.20 -- 0.15 0.18 -- 0.21

’:’See note to Table 3.
aBy enterprise sector only.

Treating R&D expenditures as capital outlays

53. Research and development (R&D) expenditures are treated in the
national accounts as current outlays--either as intermediate consumption
if they are made by enterprise, or as final consumption if made by govern-
ment or nonprofit organizations. However, it can be argued that they should
properly be regarded as capital outlays, since people who finance R&D
probably think of themselves as making an "investment" in some sense, and
expect the outlays to produce a return over a period of years. On the other
hand, while R&D may be undertaken in the expectation of future benefits,
that expectation is qualitatively different from the kind of reasonable cer-
tainty that motivates the acquisition of financial or tangible assets. In what
follows a compromise position has been taken, and only R&D that is both
carried out and funded by enterprises (i.e., excluding government- and uni-
versity-funded R&D) will be considered as a capital outlay. This kind of re-
search and development will presumably have been subjected to some form
of cost/benefit analysis so that the future returns nmst be both quan-
tifiable, and likely to accrue within a reasonable time-span.

54. The data used for the R&D adjustment are collected through reg-
ular surveys by the OECD Directorate for Science and Technology. They
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are compiled according to the definitions and classifications of the "Fras-
cati Manual" 10 and, at the aggregation level used here, they are both rea-
sonably consistent over time and comparable between countries. The main
problem for present purposes is that they exclude outlays on mineral pros-
pecting; these are obviously important outlays in several OECD countries
and if they were also treated as capital outlays, the adjusted ratios of Table 6
would be substantially higher for Canada, the United States, Australia and
the United Kingdom--particularly towards the end of the period.

55. Treating enterprises’ R&D expenditures as capital outlays in-
creases the gross operating surplus because R&D outlays which were for-
merly included in intermediate consumption are now treated as self-
financed capital formation, which is part of final output. Both gross national
savings and gross national disposable income--the denominator in the na-
tional saving ratio--are therefore increased by the value of enterprise ex-
penditure on R&D. The results of the adjustment are shown in the last col-
umn of Table 6. The adjusted ratios exceed the SNA ratios by between 0.2
(Canada) and 1.1 percentage points (Japan). Within countries the differ-
ences were remarkably stable during tile 1970s, and so have a negligible ef-
fect on the growth rates over the period.

IV. Further Considerations (items not quantified)

56. The modifications of the savings definition considered in the pre-
ceding section by no means exhaust all possible changes in the definition of
savings which might appear desirable for particular topics in economic
analysis. In this section additional modifications of the savings concept will
be explored, though a quantification of their effects on the saving ratio has
not been possible for the present study due to the lack of comparable data
for a sufficiently large group of countries. Still in man,/cases available qual-
itative information permits educated guesses on how the relative position
of the United States in the international savings league would be affected
by the adjustment discussed. Several of the adjustments considered here
are controversial and the discussion only scratches the surface of problem
areas which have been analyzed more intensively elsewhere, though not
necessarily in the context of saving ratios.

Military Hardware

57. The SNA treats government expenditure on military construction
and equipment as public consumption. It can be argued that such pur-
chases represent investment and add to the "stock of "defense capital"
which will produce "defense services" in future periods. To maintain con-
sistency, such a reclassification would require the national income concept
to be supplemented by an estimate of the imputed return to the properly
computed stock of defense capital. In principle, such treatment should be

I°OECD, The Measurement of Scientific and Technical Activities (Paris: OECD, 1980).



SAVINGS MEASUREMENT BLADES AND STURM 23

analogous to that of investment in other tangible assets which produce non-
marketed output for final consumption, like owner-occupied dwellings.~
Since the United States has the largest expenditure on military hardware
(both absolute and in terms of GNP) in the OECD area, such an adjust-
ment would increase the U.S. national saving ratio relative to other OECD
countries. 12

Production Excluded from National Accounts

58. The SNA definition of output does not include all production ac-
tivities in the economy. Production may be excluded deliberately (e.g., pro-
ductive activity of housewives) because of inherent difficulties of measure-
ment, or because it is (illegally) concealed from the authorities for reasons
of tax evasion (i.e., the "underground" or "black" economy).13 Enlarging
the concept of production (and thus income) to include activities hitherto
not included--if it could be done--would also affect saving ratios. How big
and in what direction such a change would be obviously depends on the
volume of the added production, and on which part represents consump-
tion (e.g., self-supplied domestic services) and investment (e.g., black mar-
ket construction) respectively. It thus seems impossible to predict in what
direction--let alone by how much--international differences in saving ra-
tios would be affected by such an adjustment without a detailed empirical
study. As to the relative size of unrecorded production activities, a recent
OECD study~4 suggests that the volume of the "black" or "underground"
economy excluded from the national accounts is much smaller than the vol-
ume of activities concealed from tax collectors. This is because national ac-
countants use a variety of sources and methods to cross-check their esti-
mates for activities where "black" transactions are likely to be important?5
However, the relative size of domestic production activities deliberately ex-
cluded from the production and income accounts is likely to be quite large
and thus their inclusion may conceivably affect intercountry differences in
saving ratios significantly if the relative size of such production differs be-
tween countries. Assuming that all these activities are directed to the out-

~Nonmilitary government investment not considered as producer durables should in
principle also be treated in this fashion.

~2A major reason why military hardware is classified as consumption in the SNA is that
great uncertainty attaches to the length of its service life. Under normal peace-time conditions,
however, it appears legitimate to argue that its destruction in the relatively rare armed conflicts
that do occur should be treated as capital losses, in line with the treatment of civilian capital
assets lost in floods and earthquakes.

~3A third category of transactions excluded from the National Accounts consists of illegal
activities like gambling and drug trade; these items are ignored in this paper.

~4Cf. Derek Blades, "The Hidden Economy and the National Accounts," OECD Eco-
nomic Outlook, Occasional Studies, (June 1982), pp. 28-45.

~SRecent studies in the United States and the United Kingdom suggest that the value
added by "black" activities omitted from the national accounts might amount to at most 3 per-
cent of GDP, cf. Blades, ibid.
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put of consumption goods and services (which seems questionable), their
inclusion should ceteris paribus lower the saving ratios most in those coun-
tries where the labor participation rate of married women is relatively low.

Use of Nonrenewable Resources

59: Many production processes require (directly or indirectly) inputs
of raw materials. Where these raw materials are taken from a limited
(though unknown) stock of nonrenewable resources, it can be argued that
the value-added share corresponding to this input (i.e., the rents received
by the resource owner) do not represent net output but should be treated as
negative investment (and savings) much like the running down of conven-
tional inventories. A corresponding adjustment to the income and product
statistics would imply a relatively larger downward adjustment of the sav-
ing ratio in those countries where the share of rental income from the use
of nonrenewable resources is relatively large, e.g., Norway, Canada, and the
United States. In quantitative terms the adjustment would, however, be
likely to be small because--contrary to moderately widespread opinion--
the share of pure rental income from the use of depletable national re-
sources in total income is minute in most OECD countries, or at least has
been prior to the oil price shocks in the seventies.16

60. Analogous reductions in official income measures may be appro-
priate with respect to the declining quality of agricultural land due to
(over-) use and more generally with respect to deterioration in quality of
the environment (e.g., air pollution) caused by various production activi-
ties. In the latter case quantification is particularly difficult because due to
undefined property rights, no rental income identifiable with the resource
use (e.g., clean air, water, etc.) accrues, but rather the benefits are widely
dispersed through suboptimal product prices not reflecting total (social)
cost of production. Apart from the difficulties of measurement, the appro-
priate adjustment to the income and product accounts can have quite dif-
ferent implications for the saving ratio: where the environmental externa-
lities represent a permanent damage (the stock of resources is permanently
decreased, as in land erosion) income and savings should be lowered by
identical amounts, entailing a decline in the saving ratio. Where the envi-
ronmental damage is transitory (e.g., most types of air pollution) resources
are not depleted and income and consumption (i.e., of clean air) should be
lowered by identical amounts, leading to an increase in the saving ratio.

~6Estimates by E. Denison for the share of total land rents in national income are 2.6 and
3.6 percent for the United States and Northwest Europe, respectively, in the early sixties. Only
a fraction of this would correspond to the use of nonrenewable resources; cf. E. Denison, Why
Growth Rates Differ (Washington, D.C.: The Brookings Institution, 1967), Table 4-2.
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Learning-by-Doing

61. It has been argued in part III above that educational expenditure
can justifiably be redefined as gross savings to the extent that it maintains
or increases the stock of human capital, and thus adds to productive capac-
ity. Formal education is, however, not the only activity generating human
capital. Many skills are accumulated through learning-by-doing and on the
job training. If these activities do, therefore, increase the stock of human
capital (defined as increased capacity to produce in the future), the ques-
tion arises how this phenomenon can be adequately recognized in an eco-
nomically more meaningful definition of savings. For jobs which effectively
entail human capital formation (in this wider sense), total labor and capital
cost represent only a part of total value-added. Additional income is dis-
tributed "in kind" to the employee in whom the newly created human capi-
tal is embodied and thus saved, and total income estimates should be sup-
plemented by the amount of human capital thus created.17 Doing so would
obviously increase the gross saving ratio by increasing the adjusted income
and gross savings measures by identical amounts. In international compari-
son such an adjustment would raise the saving ratio most for those coun-
tries which have been most successful in integrating additional members of
society into the labor force. A casual look at international employment sta-
tistics suggests that on this basis the U.S. and Canadian saving ratios would
probably improve significantly relative to most European economies where
employment stagnated or even declined during the last decade.

Rearing Costs and Health Expenditures

62. An even more drastic extension of the human capital concept has
been suggested by J. Kendrick.18 He includes under the definition of "tan-
gible human capital," the cumulated rearing and maintenance cost of indi-
viduals, roughly identifying these items with "necessary" consumption and
health care expenditures respectively. As a consequence, these expendi-
tures would have to be reclassified as investment rather than consumption
which would, of course, increase the saving ratio. In production analysis,
tangible human capital and intangible human capital embodied in the for-
mer would replace labor as a production factor, and gross returns on these
types of capital correspond to labor income in conventional analysis. The
Kendrick methodology produces an adjusted national saving ratio for the
United States which increases gradually from 43 percent in 1929 to 50 per-
cent in 1969. No comparable studies are available for other countries but
given the more rapid population growth in the United States than in most

17The time profile of income during a (professional) life might be interpreted as prima
facie evidence of the amount of human capital formation specific to a job: a flat (steeply in-
creasing) time profile would suggest no (large) human capital formation.

~SJohn Kendrick, Formation and Stocks of Total Capital (New York: Columbia University
Press, 1976).
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other OECD countries, such an adjustment is likely to favor the relative
position of the United States in an ordering of countries according to the
size of the national saving ratio.

Different Relative Prices of Investment Goods

63. All the previous adjustments discussed referred to changes in the
definition of savings and/or income. The reasoning that follows is qual-
itatively different in that it considers the effect of relative prices on savings
ratios. In countries where the relative price of investment and consumption
goods differs significantly, identical physical amounts of investment and
consumption would imply different investment ratios, the latter being ratios
of value aggregates rather than of quantities. Since empirically investment
ratios and saving ratios in most OECD countries are close to identical in
the medium run,~9 this implies that saving ratios may differ considerably
between countries with an identical composition of physical output allo-
cated to consumption and investment.2° The assumption of perfectly com-
petitive world markets would weaken but not completely eliminate this pos-
sible source of differences in saving ratios. As long as production factors
are immobile internationally and there are nontradeable goods and/or dif-
ferential transportation costs, the relative price of investment goods may
still differ between countries.

64. It seems difficult to say a priori whether such a relative price effect
plays a significant role in observed intercountry saving ratio differences
and--if so--in which direction it influences these differences. A recent
careful international comparison of relative prices of major GNP compo-
nents shows, however, that intercountry relative price differentials are sub-
stantial and that the relative price of investment goods is lower in the
United States than in most other OECD countries.2~ This implies that the
low U.S. saving ratio can be interpreted simply as a reflection of the fact
that "investment comes cheap" in the United States rather than entailing
low investment (relative to consumption) in physical terms. The policy im-
plications of this finding would appear to be that the saving ratio may in-
deed be low, but that this is nothing to worry about as far as the volume of
investment is concerned.

~gCf. M. Feldstein, and C. Horioka, "Domestic Saving and International Capital Flows,"
The Economic Journal, 90 (June 1980), 314-329.

2°This phenomenon has been implicitly recognized in discussions of the high Japanese
household saving ratio, where the latter is partially explained by the high relative price of
housing in Japan; cf. J. Shiba, "The Personal Savings Function of Urban Worker Households
in Japan," Review of Economies and Statistics, 161 (May 1979), 200-213.

2~Cf. Irving Kravis, Alan Heston, and Robert Summers, Worm Product and Income (Balti-
more: John Hopkins University Press, 1982), p. 20.
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V. Savings Concept Relevant for Economic Growth

65. Applying different combinations of the various adjustments to the
SNA saving definition discussed earlier, results in a large number of alter-
native savings concepts differing considerably in size as well as the speed
and even direction of change over time. For the economic policymaker it is
important to know which of these alternative concepts is the most relevant
with respect to the policy targets he pursues.22 This section discusses the
question of which definition of the national saving ratio is the most appro-
priate to use in the analysis of economic growth and its determinants.23
While this relationship seems to be of primary concern in the United
States, it is by no means the only important policy aspect of savings: in
many LDCs, and recently also in several industrialized European coun-
tries, policies aiming to increase savings are primarily motivated--at least
according to explicit statements by politicians--by the desire to create
employment opportunities through capital-widening investment. Though
closely related, output and employment growth targets need not have a one-
to-one correspondence and would indeed imply different definitions of sav-
ings as the relevant concept for policy analysis.

66. Limitation of the discussion to the national saving ratio makes it
unnecessary to review those adjustments discussed above which only affect
the sectoral composition of total savings, while leaving the overall saving
ratio unaffected. These adjustments include the adjustment for inflation-
induced capital gains and losses on financial assets, and all adjustments for
differences in institutional arrangements except for the method of-raising
tax revenue (i.e., direct vs. consumption taxes). The latter entails differ-
ences in national saving ratios only if disposable national income is meas-
ured at market prices rather than at factor cost, and this suggests that inter-
national comparisons of national saving ratios should be based on the latter
concept rather than on income measures including indirect taxation.

2~While this study is limited to the discussion of saving ratios, it may be useful to remind
the reader that annual changes in total national savings due to variation in the saving ratio
usually do not exceed changes accounted for by variations in the level of income. Thus, poli-
cies to achieve full capacity utilization would appear equally relevant if the policy objective is
an increase in total savings. Of course, full capacity utilization and high saving ratios are not
mutually exclusive policy objectives. In fact, there seems to be an empirically robust positive
correlation between the two variables over the business cycles.

Z3Notwithstanding the concentration on total (or national) savings, it is recognized that
with imperfect capital markets the sectoral distribution of savings will affect the composition
of capital formation and probably the speed of income growth associated with a given overall
saving and investment ratio. The sectoral distribution of a given amount of savings may thus
itself become a legitimate policy concern.
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67. In neoclassical growth models it is normally the net saving ratio
which codetermines the absolute growth of the capital stock, given the
growth rates of population and technical progress. There are at least two
problems with such a paradigm:24

-- It is the increase in the gross rather than the net capital stock which
codetermines the growth in productive capacity.25 Whenever
scrapping differs from depreciation (the normal case in a growing
economy), net savings will not be equal to the increase in the gross
capital stock and thus fail to be a proper indicator of capacity
growth.26

-- If embodied technical progress is important and the official meas-
ure of investment fails to take full account of the increased produc-
tivity of new investment, the capital stock (measured in efficiency
units) may rise even if net savings is zero. In this case a vintage cap-
ital model may be the appropriate tool for analyzing growth, in
which case gross savings (and investment) becomes a relevant
variable.27

These examples suggest that both the gross and the net saving ratio may be
relevant in a realistic and detailed analysis of growth, rather than one or
the other.

68. In standard neoclassical growth theory, the rate of output growth
is in the long run independent of the saving ratio. Changes in the latter ex-
ert an influence on output growth only during the transition period from
one steady state to another. To avoid getting unduly involved in a discus-
sion of the policy relevance of such models, it thus appears useful to re-
place the question of which savings concept is relevant for growth analysis
by the related (but not identical) question of which wealth concept is rele-
vant for the determination of income levels.2s Once the appropriate wealth
concept is determined, the relevant savings concept is likewise determined
as its derivative with respect to time. Inspection of the various adjustments

24In the real world further complications arise from the openness of the economy (which
may entail discrepancies between national savings and domestic investment) and ex ante dis-
equilibrium in the goods market, entailing unintended increases in inventories, i.e., investment
which does not increase productive capacity. Implications of these complications are not pur-
sued here.

25If fixed capital loses part of its productive capacity already during its lifetime (i.e., be-
fore final scrapping), the relationship becomes even more complicated but the arguments to
follow still hold.

26Along a steady-state growth path the relative growth of the net and the gross capital
stock will, however, be the same.

27Putty-clay technology equally requires the use of vintage models and thus of gross sav-
ings for growth analysis.

2Sin said neoclassical growth models, the saving ratio in the long run determines the level
of (per capita) wealth which in turn determines the level rather than the growth of (per capita)
income.
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to the definition of savings discussed above shows that in some cases these
changes would require concommitant changes in the concept of income (or
output) to maintain consistency in the national accounts. In these instances
the question of which is the relevant savings or wealth concept translates
directly into the question of what is the relevant income concept. Thus, if
services provided by consumer durables are deemed to be a legitimate part
of a "comprehensive" or "correct" measure of income, then the "relevant"
wealth concept must include the stock of consumer durables, and savings
should be redefined to include consumer durable purchases. An analogous
argument applies to the savings adjustment on account of government pur-
chases of military hardware.29

69. Little discussion is required with respect to the "black economy"
adjustment: it attempts to reduce measurement errors, and the smaller
these errors are kept the better.3° Whether production activities presently
deliberately excluded from the SNA (e.g., housewives’ services and do-it-
yourself activities) should be included in the income definition, thus lower-
ing (raising) the saving ratio in the case where these activities represent
consumption (investment), depends on what the income concept is sup-
posed to measure. Where income is used as a proxy variable for welfare, in-
clusion would seem desirable? l If, however, the aggregate output measure is
used as an indicator determining demand pressure in the labor market or
the size of the tax base, to mention a few examples, inclusion would not be
justified. Since welfare considerations are the primary objective in pro-
moting growth, it follows that the saving and income concepts chosen
should be rather more comprehensive than the concepts presently used.
The inclusion of hitherto ignored production activities which qualify as in-
vestment would for consistency require the computation of a corresponding
capital stock whose (imputed) rate of return would, of course, add to cur-
rent income appropriately redefined whenever this capital renders con-
sumption services.32

29Note, however, that as these changes are implemented, the resulting savings concept be-
comes rather uninteresting for analysts concentrating on the supply of loanable lgnds by the
household sector: financial planners may find little comfort in being told that the household
saving ratio is unchanged, if households have switched from investing in financial assets (e.g.,
stocks and bonds) to buying consumer durables.

3°AI1 adjustments are discussed here with respect to their economic justification, ignoring
statistical difficulties of implementing any suggested adjustment. In that respect the present
study differs from the rationale underlying the SNA which attempts to strike a balance be-
tween what is conceptually desirable and practically feasible.

2 ~The resulting concept would still be a rather imperfect indicator of welfare, ignoring im-
portant aspects of welfare such as leisure time, income distribution, and relevant social indica-
tors like crime rates, incidence of sickness, etc.

32In the United States this is presently done only with respect to owner-built houses.
Where the capital renders production services (e.g., human capital), the returns are reflected
in higher productivity (as conventionally measured) and no imputed return should be added to
income.
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70. Generalizing this type of reasoning, it seems difficult to escape the
conclusion that the part of education and R&D which permanently in-
creases the productivity of labor and/or capital should be reclassified as in-
vestment and thus saving for the purpose of growth analysis. Cumulating
these intangible investments would generate an intangible capital stock
partly embodied in human beings (skills) and partly embodied in a stock of
known production technologies and products. It has been shown that im-
puting market returns to these types of intangible capital goes a consider-
able way in explaining labor income differentials and the residual factor in
economic growth?3 The part of education which does not lead to an in-
crease in factor productivity should be treated analogously to investment in
consumer durables, where it leads to a permanent increase in knowledge
and understanding or as consumption (as is presently done for all educa-
tion) if no such lasting effects are produced. Human capital .formation orig-
inating from learning by doing should similarly add to the stock of intan-
gible human capital, implying an equal (imputed) increase in income and
savings?4

71. The last item to be considered is whether the value of nonrenewa-
ble resources used in current production should be deducted from current
income on the grounds that it is equivalent to running down inventories)5
The diversification efforts of economies heavily based on the exploitation of
nonrenewable resources (e.g., Nigeria, Venezuela) implicitly recognize the
dissaving character of nonrenewable resource use. By saving a substantial
part (the rental income equivalent?) of their revenues from these activities
and reinvesting it into alternative income-producing assets, they attempt to
avoid the erosion of net national wealth defined in a broader way to include
the stock of nonrenewable resources.36 Recognizing the same principle ex-
plicitly in the national accounts would imply the deduction of rental in-
come from nonrenewable resource use from national income and savings.
Doing so would seem in line with economic logic.

33For a detailed discussion of this topic see John W. Kendrick, Formation and Stocks.
34It may well be that the amount of human capital formation foregone due to (youth) un-

employment during a prolonged recession matches or even exceeds the output losses conven-
tionally measured, the topic seems certainly worth further investigation.

35Contrary to other stocks of capital which contribute to current output by rendering a
production or consumption service in which economic depreciation is an unavoidable fact, a
stock of natural resources "only" contributes to output by being used up. There is thus no im-
puted net return to stocks of natural resources, only cost of depreciation equal to the rental
income of the resource owner.

36The asset value of natural resources relative to current income may, in some cases, be so
large as to make it economically efficient to lower the wealth income ratio by consuming part
of the rental income from resource exploitation--this may presently be the case in countries
like Kuwait and Saudi Arabia.
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That saving rates for the major industrialized countries differ enor-
mously is a well-known puzzle. The careful analysis of the OECD’s uniform
National Income Accounts by Blades and Sturm suggests that the puzzle
will continue to defy solution. This is not to fault their analysis; instead I
am inclined to conclude that a full understanding of international differ-
ences in saving behavior may not be obtainable from the available data. In
this discussion I would like to suggest an alternative framework for analysis
of the available data which I think would provide a fuller understanding of
the puzzle. Nevertheless, it is clear that answers to all the issues will be very
difficult to obtain.

To begin, we can summarize the methodological approach used by
Blades and Sturm. Their point of departure is the uniform accounting
scheme prepared by the OECD. They note that the conceptual definition of
saving in those accounts can be criticized for a number of reasons. For each
of these they make adjustments to the data and note that with conceptually
improved definitions of saving, the intercountry variation in average saving
rates for the 1970s is reduced slightly.

Although the adjustments to the data that they suggest are always rea-
sonable, the corrections made do not go very far towards solving the puzzle.
For example, Table 3 in Blades and Sturm shows that with the SNA defini-
tion of gross household saving rates, Italy and Japan have the highest saving
rates and Sweden and the United Kingdom have the lowest. Some six ad-
justments later, we find that the same rankings hold (totally standardized
saving rate, method A). The rank correlations for all nine countries in the
sample of the SNA average saving rates with the two alternative totally
standardized measures are .90 and .85. Although the adjustments affect dif-
ferent nations differently, the overall picture is invariant. In a few countries
a fifth or more of disposable income is saved, while in some the rates are
only a fraction of that amount.

The emphasis in the paper is on the appropriate definition of the ag-
gregate saving ratio, whether it is national saving or household saving. This,
I think, is the major failing of the study. It compares the overall picture--
the forest for each country. Instead, I suggest more emphasis on individual
trees from each nation’s forest. The puzzle of international differences in
saving rates is not solved by comparing the vast forest of savings in each
country. However, within each forest there are individual trees which are
similar to or different from the corresponding trees in other forests. Per-

*Professor of Economics at the New York University Graduate School of Business
Administration.
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haps more can be learned from a comparative study of different types of
saving activity and motivations for saving.

Blades and Sturm present aggregate saving ratios after various adjust-
ments are made. My contention is that the adjustments themselves merit
more attention. They typically represent specific types of saving behavior
and the extent to which countries differ with respect to these activities may
shed light on the differences in the standard or common core definitions of
saving. It is difficult to examine the magnitudes of the saving components
used for the adjustments with the data in their tables which include adjust-
ments to both the numerators and denominators in saving rates.

The emphasis on household saving here and in the Blades and Sturm
paper needs to be justified. Saving by households is of particular interest
because the household sector is generally a surplus sector. That is, its net fi-
nancial investment represents resources available to other sectors for capi-
tal formation. The extent to which the household sector is releasing re-
sources to the rest of the economy can be measured even with SNA data on
personal saving. That is, simply subtract net housing investment from per-
sonal saving. I think that this calculation would provide a valuable addition
to the material presented in the article.

Using the household saving data in Table 3 as an example, the inter-
relationship between SNA saving and the saving of unincorporated enter-
prises, corporate enterprises, pension funds, social security funds and gov-
ernment expenditures on human capital should be of interest. Thus, some
simple questions could be addressed like: Do countries with high public
pension saving have low private pension saving? Do countries with a lot of
saving by unincorporated enterprises have less household saving? The em-
phasis on a comprehensive saving ratio obscures such questions. It is im-
portant to know whether differences in standard saving rates are due to
particular components or to similar variation in all the components.

A decomposition of household saving cannot be done easily with NIPA
data, but for the United States at least there is an alternative data source
which is particularly useful, the Flow of Funds data. A breakdown of the
Flow of Funds data on household saving which would be useful for the type
of analysis that I am proposing is found in Table 1. Average ratios to dispos-
able personal income for 1970-81 are shown, along with the slope coeffi-
cient from a trend equation.
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Table 1
Composition of Household Saving, United States 1970-81

Average Ratio to
Disposable Incomea Trendb

Net acquisition of financial assets 14,3 .41 *
Deposits and credit market instruments 11.7 .31 *
Life insurance and pension fund reserves 4.1 ,14*
Net investment in noncorp, business - 1.4 --.05
Miscellaneous - ,1 - .01

Net increase in liabilities 7.5 ,29
Home mortgages 4.9 .27*
Other 2,6 .03

Net physical investment 6.1 -.06
Residential construction 3.0 .05

expenditures 5.0 ,12
capital consumption 2.0 .06"

Consumer durables 3.1 -.12
expenditures 12.6 -.07
capital consumption 9.4 .05’:’

Net financial investment 6.8 .11
Net saving 13.0 .05
Personal saving (NIPA) 7.0 -,23*
Personal saving (FOF) 9.8 .17’:’

aFollowing FOF convention, capital gains dividends and credits
are added to the NIPA definition of DPI.
bSIope coefficient of regression of saving rate on a time trend;
are indicated by an asterisk,

from government insurance

t-statistics greater than two

The importance of the disaggregation is clear from Table 1. Any meas-
ure of household aggregate saving is composed of a diverse set of activities
which exhibit very different trends over the decade of the 1970s. The major
changes seem to be due to increases in the acquisitions of money market in-
struments and of mortgage liabilities. It is also interesting to note that the
FOF aggregate measures exhibit positive trends over the decade while the
trend in the personal saving rate using the NIPA is negative.

It would be logical to assume that a similar variety of behavior would
be found with data for other countries. Although, to my knowledge, there is
no comparable standard set of FOF accounts, I imagine that entries for all
or some of the items in the Table could be found for many of the industrial-
ized countries. At the very .least, it may be possible to isolate the residential
construction sector and its associated items, capital consumption and mort-
gages. The U.K. National Accounts include some FOF data. The following
breakdown for the United Kingdom is readily available; it is shown with
the average percentages of net income for 1970-75:1

~These data are taken from "Private Saving in the Provision of Social Security in Britain"
by David Burros in George yon Furstenberg, ed., Social Security versus Private Saving, (Cam-
bridge, Mass.: Ballinger, 1979). This volume also includes essays on the relationship between
social security and saving in Canada, Sweden, France, W. Germany and the United States. See
also K. Cuthbertson, "The Measurement and Behavior of the U.K. Saving Ratio in the 1970s,"
National Institute Economic Review, February 1982.
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Personal Saving
Gross physical investment
Net financial investment

contractual assets
other financial assets
net increase in liabilities

11.2
6.1
5.1
5.6
6.0
6.5

However, we should not underestimate the task of constructing comparable
tables of the components of saving. The U.K. data shown are similar to the
breakdown suggested for the United States, but not necessarily comparable.

Analysis of saving behavior of individuals in different countries usu-
ally centers around institutional differences. Particularly, the public and
private ways of providing retirement income are considered very impor-
tant. Blades and Sturm address this issue in part by adjusting the saving ra-
tios to either exclude the surplus of private pension funds or to include the
surplus of social security funds. However, neither of these surpluses is rele-
vant for analyzing the effect of pension saving on individual saving behav-
ior. The surpluses of pension funds are their contribution to national saving
or the extent to which resources are set aside for capital formation. Individ-
uals’ saving will be affected by the extent to which pension funds accumu-
late expected future liabilities. Since both private and public pension funds
are rarely fully funded, the surpluses may not correspond with the accumu-
lation of implicit or explicit pension promises. It is these promises of future
pensions that may substitute for individuals’ saving rather than the extent
to which the pension funds run a current surplus.

Thus, the relevant measure of saving by pension funds depends on the
question at hand. The surplus represents their contribution to national sav-
ing or capital formation. If, however, we are interested in the role of pen-
sion funds as a creator of pension wealth which substitutes for individuals’
saving, a different measure is needed. A calculation of the unfunded liabili-
ties must be added to the assets of the pension funds or a calculation can be
made of pension wealth along the lines used in the United States to esti-
mate social security wealth. It would be interesting to know whether those
countries with low asset accumulation by households have high levels of
private or public implicit pension promises. Although there have been cal-
culations of implicit pension wealth in the United States, I do not know
whether similar data are available for other countries.

A large part of the saving behavior of individuals is related in one way
or another to the provision of housing. The housing sector affects financial
asset accumulation (for downpayments), liabilities (mortgages), and capital
expenditure (construction). Countries differ enormously in the institutional
structures that determine saving for these purposes. Furthermore, there are
differences in the extent to which housing services are provided by the pub-
lic sector, the business sector, and by owner-occupiers. The institutional
structure of the housing sector will affect the level of net financial invest-
ment and resources available for capital formation elsewhere. Thus, an
analysis of the housing sector could help answer many important questions.
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For example, could low productivity growth in the United States be due to
a large allocation of saving to housing rather than other capital formation?

The overall conclusion to be drawn from these comments about per-
sonal saving behavior is that it is not informative to make international
comparisons of personal saving rates. For the analysis of national saving,
an aggregate saving rate may be of greater interest. An overall measure of
the propensity of various countries to set aside resources for capital forma-
tion is an important determinant of future growth. It is interesting to ob-
serve (Blades and Sturm Table 2) that the coefficient of variation in gross
national saving (.21) is only two-thirds as large as the coefficient of varia-
tion for gross household saving (.33). (Gross saving is preferred to net be-
cause of the differences in depreciation calculations.) The remaining inter-
country differences are large and some disaggregation would still provide a
useful framework.

Disaggregation of the national saving data provides important infor-
mation about which sectors are providing the resources for capital forma-
tion and which are using them. For example, government deficits absorb
the savings of other sectors. Generally, the household surplus is absorbed
by business needs to finance its investment. It is also useful to measure the
extent to which the housing sector absorbs savings and whether the foreign
sector is an absorber or supplier of resources. The FOF scheme in the
United States provides savings tables for each of the major sectors in the
economy which can be used to analyze patterns of capital formation and
savings flows.~

A useful breakdown of gross saving and investment in the United
States can be found in the NIPA as shown in Table 2. The U.S. data indicate
that the government sector absorbs saving while the foreign sector provides
resources. However, the behavior of the important sectors is very variable
although there is no apparent trend.

2See for example the author’s "Financial Prerequisites for Economic Growth" in M. Pola-
kolT and T. Durkin, eds., Financial Institutions and Markets (Boston: Houghton-Mifflin, 1981).
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Table 2
Composition of National Saving, United States, 1970-81

Average Ratio
to GNP Trenda

Gross Saving 15.9 .10
Gross Private 16.9 .07

Personal saving 4.9
Undistributed profits 2.0 .00
Capital consumption 9.9

Government Surplus - 1.0 ,03
Gross Investment 16.0 .08

Gross Private Domestic investment 16.0 .10
Residential construction 4,4 -.03
Nonresidential fixed and inventories 11.5 ,14

Net Foreign investment & Capital Grants ,1 -.02

aSIope coefficient of regression of saving rate on a time trend; t-statistics greater than two
are indicated by an asterisk.

Data to fill out such a scheme should be obtainable for most countries
and the contrasts among the entries seems more interesting to me than just
concentrating on the first entry. In addition, data are often available to
make some logical additions to this scheme. For example, consumer dura-
bles can be added to personal saving and a government capital account can
be added to the scheme (as is done in Canada). There are also probably
large differences among countries in the proportion of GNP devoted to
household physical investment (housing and consumer durables) and to
government capital formation (military capital, research and development,
public enterprises and social infrastructure).

Also of interest in this context are differences in the size of capital con-
sumption allowances. These are in part due to variation in the accounting
procedures used by national income statisticians which would probably be
very difficult to evaluate. More importantly differences in the age and com-
position of the capital stock would also affect the size of depreciation al-
lowances. An understanding of this issue would help explain why in certain
countries (with a small or young stock of capital) a given amount of non-
consumption (gross investment) makes a larger contribution to the growth
potential of the economy.

An advantage of looking at capital formation (investment) by type of
activity is that we can take a look at items which may or may not be classi-
fied as investment expenditure. Saving may be low in those countries which
have large expenditures on near-investments (research and development,
education and health). It is not always clear that such expenditures should
be added to the saving rate (Blades and Sturm hesitate to do so) and disag-
gregation keeps the analysts’ options open.

Although saving is one of the most important elements of any national
accounting scheme, it is also the most problematic because saving is usually
measured as the residual entry in the accounts. Thus any measure of saving
is subject to large errors of measurement. Differences among countries in
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the size of such errors may make comparison of saving levels and trends
very inaccurate. However, it would be very difficult to pinpoint exactly the
type or direction of errors that may appear in the accounts.

An example of a data error which affects the international comparison
of saving rates is the size of the underground economy. If nations differ in
the size of the underground economy as they probably do, then the com-
parisonof saving rates can be very inaccurate. Of the countries in the
sample, I guess that the severest underestimation of income occurs for
Italy. But Italy already has a high personal saving rate and if income is
underestimated and consumption accurately measured, then the saving
rate is even higher.

An indication of the size of the errors that creep into saving data are
the discrepancies that appear in the accounts. A glaring example is the dif-
ference between U.S. personal saving calculated from the NIPA and from
the FOF accounts (using financial data). Using a September 1982 FOF
table we find that the average absolute discrepancy was $5.7 billion for
1970-75 and $39.8 billion for 1976-81. In recent years the FOF indicates
substantially more saving; the FOF personal rate is 2.3 percentage points
higher than the NIPA calculation for 1976-81.

A related problem that is more tractable is the revision of data. Since
saving is a residual measurement it can change substantially when data re-
visions are made. I do not know how revisions have affected the accounts of
other countries, but recent data revisions have all but wiped out the capital
shortages that seemed to appear in the United States in the 1970s. For ex-
ample the revision to the accounts published at the end of 1980 increased
the average personal saving rate for 1968-79 to 7.1 percent from 6.4 per-
cent? The revisions released this summer (July 1982) increased both per-
sonal saving rates and the share of business investment in GNP over the
past five years. For 1977-81, the personal saving rate is now at 6.0 percent,
0.6 percent higher than reported earlier. The ratio of private fixed invest-
ment to GNP increased by 0.4 percent to 16.1 percent.

To recapitulate my major criticism of the Blades and Sturm analysis is
that the accounting adjustments they make to overall saving rates leave the
overall puzzle unsolved. I suggest more emphasis on specific concepts of
economic activity rather than on overall saving rates. This amounts to a
comparative study of the structures of various economies. I am confident
that such studies would provide a partial solution to the puzzle. Still lack-
ing is a study of differences in the proximate causes of saving. An example
of this is the role of demographic structure in determining personal saving.

3See D. Jamroz, "Highlights of the Recent National Income and Product Account Revi-
sions," Quarterly Review, Federal Reserve Bank of New York, Spring 1981.
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My own research showed that this issue is not well understood in the United
States and I think that this is the case elsewhere as well.4 It is clear that a
great deal more work remains to be done. Although Blades and Sturm may
not have solved the puzzle, we can be appreciative of their efforts in pro-
viding a comprehensive catalog for future attempts.

4See "Household Savings and Demographic Change: 1950-2050," Research Paper for the
President’s Commission on Pension Policy (1981) and "Age Structure and Personal Saving Be-
havior," with Charles Lieberman, in Social Security versus Private Saving.
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That this is a valuable paper hardly needs stating; it always is interest-
ing to calculate how a change in definition alters differences among places.
Blades and Sturm provide several such calculations for saving rates, as well
as evaluations of the effect of different institutional arrangements. These
results speak for themselves.

I shall concentrate on questions as to what definitions are most appro-
priate: Blades and Sturm say the correct definition of saving d~pends on
the question analyzed and that their paper gives special attention to analy-
sis of economic growtli (par. 2). I accept this as a starting point.

Saving in the Whole Economy

I shall devote most of my time to saving in the economy as a whole. It is
axiomatic that total saving should equal total investment if data for saving
are to be useful in analyzing economic growth or stabilization. Conse-
quently, I shall use the terms "saving rates" and "investment rates" inter-
changeably. To equal investment in the national accounts, saving must not
include revaluations of existing assets. The authors’ discussion of contin-
uing inflation in their par. 48 raises a question as to whether they agree
with this, and I would welcome clarification.

Geographic Coverage

National income and product, around which the U.S. NIPAs are organ-
ized, include net factor income from abroad so that the income, consump-
tion, and saving of residents and the ratio of their saving to their income
are not affected by the geographic origin of their income. OECD statistics,
in contrast, center on gross domestic product, which confuses these relation-
ships. Blades and Sturm are right to adjust them to a GNP basis. More de-
batable is their addition of net current transfers from abroad to GNP for
use as the denominator of the saving ratio. Although it seems sensible to
suppose that recipients add transfers from abroad to income before decid-
ing how to divide income between expenditures and saving, it also seems
likely thatpayers consider international transfers part of their expenditures
rather than a deduction from income. At least, I believe Congress thinks
this way.

*Senior Fellow Emeritus at The Brookings Institution.
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Market Price or Factor Cost

Blades and Sturm do not directly consider whether valuations should
be at market price (as in their table 2) or at factor cost, but the question is
implicit in their discussion of the effects of consumption taxes on personal
saving rates (pars. 31-32). There is reason to prefer factor cost because it
will not help future growth if the investment rate is increased by taxes on
investment goods that raise their relative price rather than by diversion of
resources from consumption to investment. Unfortunately, at present we
are forced to use market prices because of the absence of a division of GNP
at factor cost between investment and consumption and of capital con-
sumption at factor cost. In their studies for OECD in the 1950s Gilbert and
Kravis, and Gilbert and Associates, did provide comparable gross output
data for nine countries at both factor cost and market price.~

National or Uniform Prices

The studies just cited showed that the choice between factor cost and
market price is less important than the choice between using its own prices
for each country and using the same prices for all countries. Later studies
by Kravis, Heston, and Summers for the United Nations also show the im-
portance of differences in price relationships. For example, consider Japan
and West Germany. In 1970, gross investment was 31 percent of GDP in
Germany when prices in marks were used and 40 percent in ~apan when
prices in yen were used but when the same prices, international dollars,
were used for both countries the German percentage was 37 and the Japa-
nese 38, only one-tenth as large a difference. Similarly, in 1973 the gap was
11 percentage points in national prices and 2 points in international dol-
lars. From 1973 to 1975 the situation changed. The Japanese percentage
fell 7 percentage points in yen but only one point in international dollars
while the German percentage fell sharply in both marks and international
dollars. As a result, in 1975 the Japanese percentage was much above the
German by either measurement.2

~Milton Gilbert and Irving B. Kravis, An International Comparison of National Products
and the Purchasing Power of Currencies: A Study of the United States, the United Kingdom,
France, Germany, and Italy. Paris: Organisation for European Economic Cooperation, 1954.
Milton Gilbert and Associates (Wilfred Beckerman, John Edelman, Stephen Marris, Gerhard
Stuvel, and Manfred Teichart), Comparative National Products and Price Levels: A Study of
Western Europe and the United States, (Paris: Organisation for European Economic Coopera-
tion, 1958).

2Irving B. Kravis, Alan Heston and Robert Summers, International Comparisons of Real
Product and Purchasing Power, (Baltimore: Johns Hopkins University Press, 1978), tables 1.5
and 1.6, and World Product and Income: International Comparisons of Real Gross Product,
(Baltimore: Johns Hopkins University Press, 1982), tables 1.6 and 1.7.
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Investment has been cheap in the United States. In the 1950s and
1960s the U.S. gross investment ratio was much higher, compared to other
countries, when the same prices were used for all countries than when na-
tional prices were used. In 1975 the relative price of capital formation con-
tinued to be lowest in the United States although the difference from most
other countries had narrowed?

Although Blades and Sturm mention differences in relative prices,
they do not refer to the wealth of data about them nor indicate clearly what
prices they consider appropriate (pars. 61-62). Since it is not yen, marks,
and dollars but structures, equipment, and inventories that contribute to
production, it seems to me that if international comparisons of any saving
ratios can contribute to analyses of levels or growth of output, it must be
ratios based on the same prices that are appropriate. In Why Growth Rates
Differ I took this position but suggested data in national prices should be
used to appraise national effort in the form of "abstinence." (Of course, it
was net saving that was appropriate.)4

A Look at Table 2

If one postulates a few dozen other-things-being-equals, a persistently
high gross saving rate leads to a large capital stock and hence a high level of
output, while a sharply rising gross saving rate leads to a high growth rate of
capital stock and hence a rapid growth of output. International differences
in gross saving rates have, for the most part, persisted for a long time now
so, if they can indicate anything about international differences in capital
stock and output, it is about their levels. But can they?

I have ranked the countries from 1 to 24 by their gross saving rates, net
saving rates, and capital consumption rates. The first two sets of rates were
taken from Table 2 of the paper. The third was obtained by subtraction,
which isn’t exactly right but should be close enough to rank the countries
correctly. The rankings by gross and net saving rates put the same countries
at the top and bottom, although the correspondence vanishes once one
leaves the extremes. There is no correspondence between capital consump-
tion rates and gross saving rates. Luxembourg is first in gross saving and
17th in capital consumption. The next three countries by gross saving rank
are 7th to 13th by capital consumption rank. The United Kingdom and
United States rank 22nd and 24th, respectively, by gross saving but the
United Kingdom ranks 6th and the United States 4th by capital consump-
tion. On the other hand, Portugal and Turkey rank in the last four by both
measures so the relationship is not consistently inverse.

One has to wonder whether the numbers make sense. Firmer assur-
ance about comparability of data than is provided by the authors’ assur-
ance in par. 10 that data were compiled according to standard definitions .
would be comforting. Has government capital consumption been included

3For 1975 price ratios see ibid., table 1.8.
4Edward F. Denison, Why Growth Rates Differ: Postwar Experience in Nine Western

Countries, (Washington, D.C.: The Brookings Institution, 1967), esp. chapter 10 and p. 344.
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in gross saving in all countries, although it seems not to be in National Ac-
count Statistics? Do service lives and depreciation formulas bear the same
ratio to the truth in all countries? What about the international flow of re-
tained earnings of corporate subsidiaries? Are government and private cap-
ital consumption always valued at reproduction cost? (Par. 8 cautions they
are not.)

On the other hand, if the trouble is not, or not only, with the data, it
may mean that gross saving rates differ from those in the past; or that the
distribution of capital stock among inventories, international assets, and
depreciable assets in each service-life class differs among countries; or that
actual service lives vary from country to country. Any of these would pre-
vent even accurate gross saving rates from indicating the ranking of coun-
tries by capital-output ratios and leave a large question as to what useful in-
formation they do convey. International differences in the composition of
investment or capital stock or in service lives would not, in themselves, de-
stroy net saving rates as an indicator of relative capital-output ratios. Never-
theless, to analyze differences in output levels it is far better to develop even
crude estimates of capital stock than to rely directly on either gross or net
saving rates. To analyze either intercountry differences in output levels or
output growth rates in my own studies, I have always relied on capital stock
estimates rather than saving rates.

Gross Versus Net Saving

I agree with the authors that there are contexts in which both gross
and net saving data have uses. However, I consider gross saving to be decid-
edly the subordinate series, as does the SNA. Although Blades and Sturm
do emphasize household saving, a net saving series, they seem to give prior-
ity to gross saving, I shall comment on three points they make in behalf of
the gross concept.

In par. 67 Blades and Sturm point out that it is the increase in gross
rather than net capital stock that co-determines the growth of productive
capacity, and that net saving does not equal the increase in the gross stock
if discards differ from depreciation. From this they conclude that gross and
net saving are both relevant to growth analysis. This is a nonsequitur, be-
cause net saving almost always comes closer than gross saving to the change
in gross stock. In the same par. the authors argue in behalf of gross saving
that a vintage capital model may be appropriate for analyzing growth. The
case against vintage models is decisive, in my opinion.5 But even if a vin-
tage model were desired, I fail to see how gross saving ratios could substi-
tute for the age distributions that vintage models require. In par. 7 the au-
thors introduce the statistical argument that net saving is less reliable than
gross because capital consumption is not estimated by standard procedures.
It should be noted that this argument favors gross saving only for business

5See, e.g., Edward F. Denison, Accounting for Slower Economic Growth: The United States
in the 1970s, (Washington, D.C.: The Brookings Institution, 1979), pp. 57-58.
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depreciation. It favors net saving with respect to government and nonprofit
depreciation, which must be estimated and added, and would do so with re-
spect to depreciation on consumer durables if that were to be included. In
any case, if net saving is the appropriate series, the cure is to introduce
standard procedures, not to substitute gross saving. Obviously, I do not im-
ply that the authors could have done so for this paper.

Scope of Investment

Suppose output is measured by net national product and the present
scope of output is retained. What should be counted as net saving or
investment?

Two concepts may be distinguished. One measures additions to the
stock of capital that yields future services, whether or not these services will
be counted in future net national product. At the least it would include
Blades’ and Sturm’s net saving (i.e., business capital formation including
owner-occupied houses, net domestic capital formation by nonprofit insti-
tutions and general government, and net foreign investment) plus net ac-
quisitions of consumer and military durables.

The second, narrower concept measures additions to the stock of capi-
tal that yields future services that contribute to the net national product as
measured. This is approximately the same as net saving in the U.S. NIPAs
minus capital formation by nonprofit institutions plus capital formation by
government enterprises.6 General government and consumer capital are
excluded. As a minor qualification to exclusion of general governmental
capital let me note that in countries that add a small imputed interest-type
return on government capital to their national product series, it is arguable
that government capital should be included. I prefer to exclude such in-
come, a highly arbitrary number, from output.

Blades and Sturm discuss the possible reclassification of certain intan-
gibles from consumption to investment and the possibility of enlarging the
scope of national product so as to raise both consumption and investment. I
shall not evaluate here the desirability of such proposals when output is
measured by net national product. I do strongly oppose all proposals to en-
large the scope of investment in the NIPAs if output is to be measured by
GNE Gross output is a duplicated measure that there is no reason to maxi-
mize. Insofar as large output is a proper goal of society, it is net output that
measures success in achieving this goal. Neither is there reason to want a
high level of gross saving (insofar as this differs from net saving). Capital-
ization of government durables adds to the duplication already present in
the NIPA concept of GNP and makes it a worse output measure. Addition
of consumer durables would go much further. For example, in 1978 con-
sumers actually spent $199 billion for consumer durables in the United
States, but consumer durables would be counted as $413 billion of GNP if

6For isolated analysis of U.S. growth, capital formation by government enterprises prob-
ably should be excluded. See Edward F. Denison, Accounting for United States Economic
Growth 1929-1969, (Washington, D.C.: The Brookings Institution, 1974), pp. 53 and 273-75.
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they were capitalized. Most of the difference is depreciation, which also
adds to gross saving. Capitalizing and depreciating items like R and D and
education expense would add further huge amounts of duplication to GNP
and gross saving.7 If gross series are to be the focus of attention, I would
strongly oppose capitalization of any additional expenditures, whether they
are now counted like consumption expenditures in the NIPAs or omitted
from them.

Sectors

Any division of saving by sector is inherently fragile because the own-
ership of all assets and the liability for all obligations ultimately rests on
individuals. Given this limitation, the cleanest and most significant division
is between government saving and private saving. Saving of social insur-
ance funds is the only item discussed in the paper that possibly bears on
this distinction. It belongs in government saving, in my opinion, because
government determines the receipts and expenditures of the funds and be-
cause, in setting budgets, the rest of government saving is not determined
independently of social insurance saving. Saving of government enter-
prises, which is small in the United States but not (algebraically) every-
where, is the only significant item whose proper classification seems
uncertain.

Net private saving is usually divided between personal or household
saving and corporate or business saving. I think the most useful division
would confine corporate saving to corporations organized for profit--and
count all other private saving in personal saving. The NIPAs followed this
practice in the 1940s and 1950s but certain mutual financial corporations
were subsequently reclassified as corporations, mostly because they paid
corporate income tax. Blades and Sturm discuss international differences
only in household saving. A legitimate question is whether these data are
good enough and comparable enough to warrant comparison. A parallel
comparison of business saving might help one judge whether the data look
sensible.

In fact, the division of private saving between corporations and per-
sons does not greatly interest me because it is difficult, if not impossible, to
improve analysis of total private saving by examining its parts. The follow-
ing facts, which are based on the latest annual data for 1948 through 1981,
with stability judged by the use of the absolute standard deviation in per-
centage points, will suggest why. The ratio of gross private saving to GNP is
about as stable as the ratio to GNP of each one of its three major compo-
nents: personal saving; undistributed corporate profits with inventory valu-

7See Edward F. Denison, Comment on "Integrated Accounts for the United States,
1947-80," Survey of Current Business, May 1982, pp. 60-65.
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ation and capital consumption adjustments; and capital consumption al-
lowances with capital consumption adjustment.8 (The table shows the
data.) The sum of the standard deviations of the components of the gross
private saving rate are 3.4 times as large as that for the gross private saving
rate itself. Also, the ratio of gross private saving to GNP is considerably
more stable than the ratio of personal saving to disposable personal in-
come. So, for that matter, is the ratio of net private saving to net national
product. Also to be noted is the presence of negative correlation between
year-to-year changes in personal saving rates and corporate saving rates.9

You may wonder why I introduce gross private saving here when it is
net private saving that matters. It is only because the best way to appraise
net saving behavior may be to appraise gross saving behavior first and then
to deduct depreciation. To be sure, the gross saving rate is not a great deal
more stable than the net but its superiority in this respect is increased if
trends are removed.

Selected Saving Ratios for the United States, 1948-81 Averages

Mean Standard deviation
Ratio (percent) (percentage points)

1. Gross private saving + GNP 16.41
2. Personal Saving + GNP 4.67
3. Undistributed corporate profits with IVA and CC

Adj. :- GNP 2.63
4. Capital consumption allowances with CC Adj. +

GNP 9.07
5. Wage accruals less disbursements ÷ GNP 0.00
6. One-half of statistical discrepancy + GNP 0.04
7. Sum of rows 2 to 6 16.41
8. Net private saving ÷ NNP 8.07
9. Personal saving ÷ disposable personal income 6.74

0.76
0.70

0.81

0.89
0.01
0.17
2.58
0.89
1.01

GNP = gross national product. IVA = inventory valuation adjustment.    CC Adj. =
capital consumption adjustment.
Note: the statistical discrepancy in the national accounts is divided between gross private
saving and gross investment.
Source: Calculated from Bureau of Economic Analysis, Survey of Current Business July
1982 and National Income and Product Accounts of the United States. 1929-76 Statistical
Tables.

8The coefficient of variation, a measure of relative dispersion, that Blades and Sturm use,
is, of course, far smaller for the total than for any of these three parts. In a footnote to their
par. 8 the authors wonder whether they shouldn’t use the standard deviation instead of the co-
efficient of variation. I suggest that they at least tell what this measure shows, since they must
have the data.

9In a footnote to par. 18 the authors acknowledge that several studies argue, as the data
for the United States show, "that household and business savings are close substitutes."



Gregory V. Jump*

I. Introduction

Recent years have seen a renewal of interest by economists in the be-
havior of personal saving. There appear to be a number of reasons for this.
First, rates of personal saving in the United States, Canada, and other de-
veloped countries have generally exceeded their respective historical norms
since the mid-1970s, and there has been considerable interest in why this
has occurred. The most widely accepted explanation at present is that con-
ventional saving measures are distorted by variations in the (expected) rate
of price inflation. This explanation, which is presented by Jump (1980), J.B.
Shoven and J.I. Bulow (1976), and others, essentially views the recent rise
in personal saving rates as a measurement error attributable to higher price
inflation rather than being the result of any behavioral change on the part
of consumers. We shall refer to this as the "inflation-distortion" effect and
examine it more closely in a later section of the paper.

A second reason for the recent interest in personal saving--at least in
North America--is that rates of personal saving in the United States and
Canada, which had been of similar magnitudes throughout most of the
postwar period, suddenly began to diverge in about 1975. (See Figure 1.)
The personal saving rate in Canada has been significantly higher than that
in the United States every year since then--giving rise to the question of
why this has occurred. Since the two economies have had similar inflation
experiences over this period, the answer does not appear to lie with the
inflation-distortion effect.~ Some other factors must be involved. At present
no widely accepted explanation has been put forward, but there has been
considerable speculation that differences in the personal tax systems be-
tween the two countries might be involved. The Canadian and U.S. per-
sonal tax systems are similar in many respects, but in the mid-1970s the Ca-
nadian Government instituted a number of measures aimed at giving
favored tax treatment to savers. That these measures were introduced at
the same time the Canadian saving rate began to exceed its U.S. counter-
part provides reason to suspect that they may offer an explanation for the
differential saving behavior.

A final reason for the renewed interest in personal saving has to do
with the generally sluggish growth in investment spending that has been

*Associate Professor of Economics at the University of Toronto
lit is worth noting that an inflation-corrected time seri~s for the personal saving rate in

Canada does not show an increase in the 1975-81 period, whereas an inflation-corrected series
for the United States shows a pronounced decline after 1975
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observed in most developed economies over much of the past decade. As
anyone who has read a Principles text knows, investment must always be
equal to saving; hence one cure for a problem of underinvestment might be
for the government to provide incentives for increased personal saving.
This prescription has been especially strongly endorsed by advocates of
"supply-side" economics in the United States. However, the interest in us-
ing saving stimuli to provide increased incentives to invest has by no means
been limited to supply-siders. The observation that recent rates of personal
saving in the United States, while somewhat higher than the postwar aver-
age, have been low relative to saving rates in other countries, has prompted
a number of economists to come out in favor of having the government use
tax policy to stimulate personal saving. In view of the close similarities be-
tween the Canadian and U.S. economies, Canadian experience with tax-
based saving incentives is of particular interest to those who take this
position.

The objectives of this paper are (1) to examine whether tax policies
which promote higher rates of personal saving are indeed an effective
means of stimulating a permanent increase in investment, and (2) to ana-
lyze recent Canadian experience in this regard. We take as given the prem-
ise that higher rates of investment are desirable but question whether sav-
ing incentives provide the most effective means of accomplishing this goal.
The basic message to come out of the paper is that the conventional savings
concept is an artificial construct and does not provide a reliable guide to in-
vestment behavior. Policies which result in permanently increased personal
saving may not lead to greater capital formation. Conversely, policies which
result in permanently increased investment activity may have ambiguous
effects on personal saving.

The finding that personal saving and investment do not always respond
to stimuli in parallel fashion will come as no surprise to many readers. Af-
ter all, Robert Barro (1974) demonstrated that a bond-financed temporary
reduction in lumpsum taxes will prompt consumers to save more without
altering current consumption spending or investment in physical capital.
Barro’s was a temporary effect, attributable to the fact that his consumers
(correctly) anticipated an increase in future taxes sufficient to retire the
newly issued government bonds. Consumers "saved" their tax reduction in
the current period in order to be able to pay those higher future taxes. Our
results will differ from Barro’s in the sense that we are able to cite perma-
nent tax reductions that lead to permanent increases in personal saving
with no effects on consumption or investment, i.e., the effects are not transi-
tory but persist indefinitely.

Tax policies that have these kinds of permanent effects are more than
idle curiosity pieces. The policies instituted by the Canadian Government
in the mid-1970s appear to be of this sort. Analysis of the Canadian poli-
cies suggests that they may well have contributed to an increase in personal
saving but it is doubtful that they have provided increased incentives for
capital investment. Those U.S. economists who are envious of recent Cana-
dian saving performance would do well to refocus their attention on invest-
ment performance. (See Figure 2.)
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The outline of the remainder of the paper is as follows. In Section II a
general equilibrium model of a closed economy is developed and its steady-
state properties are investigated. The model is then used to analyze the ef-
fects on equilibrium values of saving and investment of three kinds of per-
manent tax changes: (1) a reduction in lumpsum taxes, (2) a reduction in
income taxes, (3) the introduction of a tax credit for personal saving. These
particular policies are chosen because they mirror the essential features of
the saving incentives introduced into the Canadian tax system.

Details of the Canadian tax incentives are presented in Section III.
After a brief digression on open economy considerations, these tax meas-
ures are analyzed using the tools developed in the preceding section. Some
empirical estimates of their impacts on measured Canadian saving rates
during the mid and late 1970s are derived.

Some concluding observations are offered in Section IV.

H. A General Equilibrium Analysis of Selected Tax-based Saving Incentives

The purpose of this section is to develop a model capable of analyzing
the types of tax measures cited in the Introduction. The choice of model is
dictated by our ultimate interest in saving and investment decisions. Since
these are by nature intertemporal decisions, some sort of optimizing
growth model is called for. An unfortunate feature of optimizing models is
that they invariably have very complex dynamic response paths. We will
evade this complication by restricting the analysis to a static comparison of
steady-state equilibria.

Specific features we wish the model to embody are:
(1) Some mechanism whereby tax changes affect the consumption in-

vestment decision.
(2) Some form of saving in addition to personal saving; otherwise

there can be no discrepancy between personal saving and
investment

Feature (1) can be satisfied by simply introducing an income tax which
will serve to "distort" the consumption-investment choice faced by eco-
nomic agents. Feature (2) is most easily satisfied by allowing government
saving to exist at nonzero levels. This in turn requires that the government
have some means of financing negative values of saving (i.e., deficits). The
simplest assumption to make in this regard is to assume the government fi-
nances any deficits by printing money. We reject the temptation to include
government bond issues as an additional form of deficit finance. The addi-
tion of government debt would only complicate the model without adding
anything useful.

The decision to include money in the model necessitates some assump-
tion as to why economic agents are willing to hold it. The simplest assump-
tion is a pure transactions motive, and that is what will be adopted here. If
we couple this with a tax system that is neutral with regard to inflation, the
transactions motive yields a model in which money is both neutral and su-
perneutral. It seems best to deal with such a system in as much as neutrality
issues are not directly germane to the objectives of this paper. Some com-
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ments on neutrality issues as they affect investment policy will, however, be
offered in the final section.

Structure of the Model

A model that possesses the features described above may be described
in brief fashion. This economy is assumed to consist of N identical individ-
uals who act as price takers but possess perfect foresight regarding future
wages and prices. Each individual is finite-lived and leaves exactly one heir
at the time of his death so that the population remains static. Each individ-
ual supplies one (perfectly inelastic) unit of labor at all times during his
life. Individuals have bequest motives and value consumption by their
heirs in the same way they value their own consumption during their
lifetimes.2

The representative consumer faces the following optimization problem
at date 0:

max. Uo = f e-Ptu(ct)dt,

subject to

ct + kt + ~nt -- (1 - ~’)[rtktWt] - Tt - ~trnt

(1)

(2)

f let -- (1 -- ~)Wt]dt <__ k, + mt (3)0a
0

mt -- fiWt.                                    (4)

The variables are defined as follows:

u = an instantaneous utility function; u’ > 0, u" < 0

ct = real consumption at date t

kt = individual holdings of capital goods at date t
rt = the before-tax real rate of interest at date t, equal

to the rate of return on capital

mt = holdings of real money balances at date t

vt = the rate of price inflation at date t
~ = the real wage rate at date t

Tt = lumpsum taxes at date t

y = the personal income tax rate
~This particular form of the bequest motive is more restrictive than necessary but greatly

simplifies the ensuing analysis,
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the rate of time preference

the ratio of real balances to real labor income,
assumed constant

Note that the transactions demand for money is assumed to be based
on labor, as opposed to total, income. Because labor is perfectly inelastic-
ally supplied, this guarantees the neutrality and superneutrality of money
in the model?

First-order conditions for utility maximization are given by

= - u; [(1 - 0]. (5)
u~’

Economic agents will plan rising/falling consumption streams When-
ever the after-tax return to capital is greater/less than the pure rate of time
preference.

Output in this economy is generated by the constant-returns-to-scale
production function

Yt = F(N,K~); F, >0,F2 >0,F,, <0,F22 <,F2, >0, (6)

where Kt (= Nkt) denotes the aggregate capital stock.
Capital depreciates at the rate 8 so that

~2, = I, -- 6K,. (7)

Factors are assumed to be paid the value of their marginal products;
hence

FNt = W~ and F~ = r~ + 8.
Note that the tax function embodied in equation (2) implies that tax

depreciation and economic depreciation are identical; i.e., owners of capi-
tal are taxed on the return F/~ - 6.

The economy is assumed to be closed; hence the output market clears
when

E= c, + I, + 6,, (8)
where Ct -- Nc~ and the level of government expenditures, G, is assumed
constant at all points in time.

The government is bound by the budget constraint

where gst is the nominal money supply and Pt denotes the price level.

3If the usual assumption, mt = B[r~kt + W~], were to be made, money would not turn out
to be superneutral. The reason is that under this assumption money and capital must be held
jointly in the individual’s portfolio. The acquisition of one more unit of k~ requires the indi-
vidual to acquire/~r~k~ more units of real balances. The rate of return to this joint acquisition
varies inversely with the rate of price inflation; hence the capital investment decision is not in-
dependent of the rate at which money is being created.
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Money market equilibrium requires

Nmt = MSt
Pt

(10)

Equations (5), (7) and (9) are the equations of motion of this system
and describe its dynamic behavior. The workings of the economy can be
completely understood without direct reference to personal or government
saving, but saving behavior does underly the consumption-investment rela-
tionships modeled here.4

The conventional measure of aggregate personal saving is given in real
terms by

Spt = (1 - "r)[rtKt + WtN] -- NTt -- Ct (11)

Note that Spt will exceed the gross purchase of real assets by the per-
sonal sector by the amount, Nwtmt. This is due to the fact that the conven-
tional definition of income, [(1 - ~)(rtKt +WtN) - NTt], excludes the in-
flation tax, (-N~tmt), which is levied on holders of real money balances in
this economy. This "tax" represents a legitimate reduction in the purchas-
ing power of the personal sector whenever wt>0. Its omission from meas-
ured income gives rise to an inflation-distortion effect in personal saving of
precisely the sort noted in the Introduction?

The exact converse of this inflation-distortion appears in the conven-
tional measure of government saving, expressed here in real terms.

sa = ~(rtI~t + W,N) + NT, - a (12)

Measured government saving falls short of net asset accumulation by the
government sector by the amount of the inflation tax,

Conventional accounting techniques fail to recognize this as a legitimate
source of revenue to the government sector.

Other things being equal, an increase in ~rt will cause the value of S~t
to rise and the value of Sat to decline by an equivalent amount. In other
words, the allocation of measured saving between the personal and govern-
ment sectors will vary with the rate of price inflation. The inflation-distor-
tion effects at work here must always cancel when S~t and Sat are aggre-
gated. That is,

4It is interesting that J.R. Hicks [1939, pp. 172-80] warned that saving concepts were not
likely to be useful tools of analysis more than 40 years ago.

5In the real world an additional inflation-distortion effect arises from the accounting treat-
ment of interest income and expenses. Conventional measures of income overstate the flow
purchasing power of interest recipients by an amount equal to the product of ~r and the real
value of debts assets, i.e., by the amount of the inflation tax levied on creditors. The converse
applies to debtors.
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S~"t + S~t--- L,

irrespective of the rate of price inflation.

(13)

Steady-State Equilibrium

The economy modeled here will ultimately reach a steady-state equi-
librium whenever the government maintains the tax rate, % constant and
allows the nominal money supply to expand at some constant rate,/~. The
values of all real variables will be stationary in steady-state equilibrium
and the steady-state inflation rate, ~r*, will be equal to/~. (Asterisks will be
used to denote steady-state values.) Equilibrium is characterized by the fol-
lowing equality:

r* = 0 (15)
1--~

Since r* ÷ 6 is equal to F~. and the marginal product of capital is a
function only of N and K, it follows that equilibrium values for Y and K
must be independent of the rate of price inflation. In fact, Y* and K* de-
pend only upon N, the parameters O and 3, and the tax rate, ~, with

dK* < 0 and dY* < O.
d,r      dr

Equilibrium investment is equal to replacement investment, 3K*.
Equilibrium consumption is

C* = Y* - 3K* -- G,

and this is also independent of the rate of price inflation.
Money is superneutral in this economy in the sense that variations in

the rate of monetary expansion,/~, have no effects on the level or composi-
tion of equilibrium real output. Another way of expressing this is to say
that the inflation tax borne by holders of real money balances is nondistort-
ing. The only distorting tax in this economy is the income tax, which affects
the consumption-saving decision of economic agents. A change in the per-
sonal tax rate is the only policy action that can alter the values of Y* and
K*. The equilibrium value, C,, will be altered by a change in ¯ and also by
a change in G.

The stationary character of steady-state equilibrium means that net as-
set accumulation will be equal to zero for each sector of the economy. For
the government sector this implies

S~ = _ ~r.,(Ms ),.
P
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For the personal sector it implies

S~, = 8K*+ rr*(Ms)*.
P

The allocation of measured saving between the government and per-
sonal sectors is a function of ~r even in steady-state equilibrium. The higher
the value of ~r* the lower will be S~ and the greater will be S~.

Analysis of Tax Policies

The simplest policy to analyze is a reduction in lumpsum taxes. What,
if any, effects this will have will depend upon how it is financed. A perma-
nent reduction in lumpsum taxes financed by printing money at a faster
rate simply substitutes one form of nondistorting tax for another. This pol-
icy action can have no real effects on the economy. It will, however, cause
~r* to rise and the measured value of government saving to fall, i.e., the
measured value of the government’s deficit will increase. It will cause the
measured value of personal saving to rise by an equivalent amount.

Note that these saving effects are equilibrium, or permanent, effects.
They represent the analogue in this model to Barro’s temporary personal
saving increase in response to a debt-financed temporary reduction in
lumpsum taxes. The mechanism which gives rise to these effects is, however,
different here than in Barro’s analysis. Barro’s consumers save more be-
cause they anticipate an increase in future nondistorting taxes equivalent in
magnitude to the current reduction in nondistorting lumpsum taxes. In our
analysis nondistorting lumpsum taxes are reduced and nondistorting infla-
tion taxes are raised by an offsetting amount at the samepoint in time. Con-
sumers permanently "save" more only because the conventional concept of
saving inappropriately ignores inflation taxes. Our results arise from a
measurement problem rather than from any behavioral action on the part
of economic agents.

It is worth pointing out here that a deficit-financed reduction in lump-
sum taxes will produce the same changes in S~ and S~ if the financing
taxes the form of debt issue rather than money creation. Holders of nomi-
nally denominated government debt also bear an inflation tax in the form
of a reduction in the real value of debt principal as a result of price infla-
tion. This form of inflation tax is also ignored in conventional measures of
income and saving and leads to an inflation distortion. The government
budget constraint requires that any deficit-financed lumpsum tax reduction
be offset by an equivalent increase in inflation taxes. It makes no difference
whether this tax is borne by debt holders or by money holders; the meas-
ured saving implications are the same.

Let us now consider a permanent reduction in the personal income tax
rate. This will lead to the same increase in the equilibrium values of Y, K
and C, irrespective of how it is financed. However different financing alter-
natives will have differing implications for measured saving variables.
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Suppose that the re0uction in ~- is financed by an offsetting change in
lumpsum taxes. In this case the equilibrium value of ~r* is unchanged, but
the equilibrium value of the real money supply will rise due to an expan-
sion of real labor income. S~ will fall in this case by the amount

S~ will rise by the amount

dI* + ~r*d(~__3_s)*.

The increase in personal saving will exceed the increase in equilibrium
investment.

If a reduction in ~- is deficit-financed, the effects on equilibrium saving
are ambiguous. The reason for this is that it is impossible to determine from
the model whether the level of income taxes collected at the new equilib-
rium (low ~’, high Y*) are greater or less than the level of income taxes col-
lected at the old equilibrium (high ~, low Y*). To be able to determine this
would require very explicit numerical information about the production
function. Lacking this information, the results remain ambiguous.

Intuition suggests that a reduction in ¯ is likely to lead to lower income
tax collections at the new equilibrium. If this turns out to be the case, defi-
cit finance will mean an increase in the rate of monetary expansion is nec-
essary in order to raise inflation tax receipts by enough to compensate for
the income tax loss. The rate of inflation will rise and S~ will increase by
more than it does under lumpsum tax finance. Correspondingly, St will
fall by a greater amount under deficit financing.

On the other hand, income taxes might be higher at the new equilib-
rium after the reduction in ~. (This is Professor Laffer’s case.) If so, deficit
finance will require a reduction in the rates of monetary expansion and in-
flation. The inflation tax will decline in the new equilibrium and S~ will in-
crease. The movement in S~ is ambiguous in this case because of the offset-
ting effects of higher I* and lower inflation taxes. Regardless of which way
this turns out, it is clear that movements in personal saving do not provide a
very reliable indication of the response in equilibrium investment.

A Tax Credit for Personal Saving

Finally, consider the effects of the introduction of a permanent tax
credit for personal saving. Suppose this takes the form that for every $1 of
measured income not spent on consumption, an individual’s taxable in-
come is reduced by ~, dollars. This policy action reduces the effective per-
sonal income tax rate from ¯ to (1 - ~,)~- and imposes what amounts to a
consumption tax at the effective rate

The savings tax credit alters the intertemporal substitution possibili-
ties faced by the representative individual. He can now substitute one unit
of current consumption for a continuing flow of future consumption equal
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to (I + ¥~’)(1 - r)rt. This alters the first-order conditions for utility maxi-
mization to

< - ~[(1 + w)(1 - T)r, - p].                      06)

Steady-state equilibrium is now realized when

r* = P
(1 + Vw)(1 -- r)

and/, = ~r* = any constant value.
As long as the value of~- remains unaltered, any savings tax credit with

~, > 0 will lower the equilibrium real interest rate and lead to increases in
the values of Y*, K* and C*. Thus this type of policy action will have ex-
pansionary effects on real economic activity. Whether it will actually lead
to an increase in personal saving is a different matter which once again de-
pends upon how this tax action is financed.

If the tax credit is financed by an offsetting change in lumpsum taxes,
it will lead to a decline in Sa and an increase in S~, that exceeds the rise in
I*. These results are identical with those associated with a reduction in r
financed by an offsetting change in lumpsum taxes. They occur for the
same reasons which need not be repeated.

If the tax credit is financed by altering the rate of money creation, the
saving effects are once again ambiguous--for precisely the same reasons
they were ambiguous in the case of a defidt-financed reduction in r. The
earlier conclusion that personal saving responses do not provide a reliable
indication of the effects of tax policies on investment is appropriate once
again.

IlL Recent Canadian Experience with Tax-Based Saving Incentives

In the mid-1970s the Government of Canada introduced several major
alterations to the personal tax treatment of investment income. Most sig-
nificant in this regard were:

1. An investment income exclusion (IIE) applicable to interest, divi-
dends, and capital gains from Canadian sources. Beginning with the
1975 taxation year, Canadian taxpayers were permitted to exclude
up to a maximum of $1,000 worth of Canadian-source investment
income from taxable income. The $1,000 annual limitation has re-
mained in effect.

2. A liberalization of the tax treatment of income allocated to retire-
ment savings in the form of Registered Retirement Savings Plans
(RRSPs).
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Since the early 1960s Canadian taxpayers have been permitted to es-
tablish individual retirement savings plans. When the plan is "registered"
with a recognized financial intermediary (e.g., a bank or a broker), it be-
comes an RRSP and is eligible for special tax treatment,a RRSP funds are
invested in Canadian assets (non-Canadian assets are ineligible). Earnings
on these funds are not subject to tax. In addition, holders of RRSPs are
permitted to make gross new contributions to the plan, up to some annual
maximum, that are tax deductible.

Individuals are eligible to maintain RRSPs up to age 65. At age 65, the
plan terminates and its holder has two options: (a) he can either declare the
entire amount of funds in the RRSP as taxable income for that year, or (b)
use th "funds to purchase an income-averaging annuity (sold by life insur-
ance companies). If option (b) is exercised, the individual is subject to tax
on the annuity payments as they are received. Most individuals choos~ op-
tion (b) because this minimizes tax liabilities under the progressive Cana-
dian tax system.

An individual need not wait till age 65 to terminate an RRSP. He can
do so at any time but must declare the entire amount as taxable income in
the year of liquidation. Because the Canadian tax system is progressive,
RRSPs are often used as a means of income averaging. An individual can
establish an RRSP in a year of high income and liquidate it in a year of low
income, thereby reducing his lifetime tax liabilities. This motive for invest-
ing in RRSPs is discussed by Michael Daly [1981] and will be ignored in
the remainder of our analysis. For all intents and purposes we will assume
that individuals hold RRSPs until retirement. Any individual who does this
and faces the same marginal tax rate at all points in time will realize an
after-tax nominal rate of return on RRSP contributions that is equal to the
before-tax nominal rate of interest.7

RRSPs offer taxable investors an attractive alternative to the purchase
of unsheltered assets. The One thing that prevents Canadians from invest-
ing even more heavily in RRSPs than they already do is the limit placed on
annual contributions into these plans. Prior to 1974 the limit was set at the
lesser of $2,500 or 20 percent of the earned income for a taxpayer with no
employment-based retirement plan, For other taxpayers, the sum of RRSP

6Technically RRSPs refer to registered plans held by individuals who are not also enrolled
in employment-based retirement plans. Registered plans held by individuals who do also have
employment-based pension plans are termed Registered Pension Plans (RPPs). The designa-
tion RRSP used in the text is intended to cover both cases.

7To see that this is the case, consider an individual who faces a marginal tax rate of,r and
invests $1 in an RRSP L years prior to age 65. The individual is entitled to an immediate tax
rebate of’r dollars. If RRSP funds earn the before-tax nominal rate of interest, i, he will have
accumulated a total of (1 + i)L dollars at age 65. These funds can be used to purchase an in-
come-averaging annuity at the date of retirement. Suppose this annuity is a consol with a be-
fore-tax rate of return equal to i. Then the after-tax rate of return earned by the individual is
the value of the discount rate, R, which satisfies the following:

$1 = "r + (1 -- "r) i(1 + i)L
R(1 + R)L

The value R = i does this.
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contributions and individual contributions to an employment-based retire-
ment plan was limited to the lesser of $1,500 or 20 percent of earned
income.

These limitations were sharply modified beginning with the 1974 tax-
ation year. While the 20 percent of earned income restriction was retained,
the dollar maximums were raised to $5,500 and $3,500 for taxpayers with-
out and with employrnent-based plans, respectively. This represented a sig-
nificant relaxation of the annual limitations. The $5,500 and $3,500 maxi-
mums are still in effect at the present time, though the cumulated inflation
that has occured since 1974 has acted to substantially reduce their respec-
tive real values.

Some Open Economy Considerations

The introduction of the $1,000 IIE reduces the effective marginal tax
rate on investment income to zero for any taxpayer who earns less than
$1,000 per year from investment in assets. For individuals who earn more
income than this, the $1,000 IIE represents a lumpsum tax reduction. The
effects of this tax measure can be analyzed with the closed economy model
developed in the preceding section, provided we can show that the model is
appropriate for a small, open economy like Canada. The same applies to
the effects of the increase in annual RRSP contribution limits. This policy
action represents the sort of savings tax credit analyzed in Section II for
taxpayers who are not constrained by the annual limits. For taxpayers who
are constrained, the increase in contribution limits represents a lumpsum
tax reduction.

It will be argued here that the closed economy model can be applied to
the Canadian situation because both the $1,000 IIE and the special tax
treatment accorded to RRSPs are applicable only when taxpayers invest in
domestic Canadian assets. Income from foreign assets is not given favor-
able tax treatment under these provisions. The effect is to segment the Ca-
nadian and the rest of the world capital markets and make it possible for
Canadian assets to yield lower before-tax rates of return than their interna-
tional counterparts.

Suppose that prior to the introduction of these tax measures, Cana-
dian and the rest of the world assets were perfect substitutes. Since Canada
is a small economy, Canadian investors would have faced a before-tax rate
of return, ~’, determined in the rest of the world. Any change in Canadian
tax laws which applies equally to investment income from all sources would
have no effect on ~, though it could alter the consumption-saving patterns of
Canadians. An across-the-board reduction in income taxes offset by an in-
crease in lumpsum taxes, for exa~nple, would stimulate Canadians to re-
duce current consumption and accumulate assets at a more rapid rate. With
~ fixed in world capital markets, Canadians would have no incentive to in-
crease domestic capital formation but would, instead, purchase foreign as-
sets. The corresponding rise in Canadian personal saving would be exactly
offset by a reduction in foreign saving, i.e., by a capital outflow.
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If, as was actually the case, Canadian tax authorities reduce only the
rate of taxation applicable to income from domestic assets, individuals will
have an incentive to divest themselves of foreign assets and purchase Cana-
dian assets. If the tax rate that is reduced is a distorting tax, Canadians will
also have an incentive to reduce current consumption and accumulate as-
sets at a faster rate. Since it is domestic assets that are being accumulated,
the real rate of interest in Canada will be driven below the rest of the world
rate, ~, and domestic capital formation will rise. The differential treatment
of distorting taxes acts to segregate the Canadian and the rest of the world
capit~l markets and allows the Canadian economy to come to the samel
steady-state equilibrium position achievable by a closed economy.8 The
closed economy model developed in Section II does, therefore, provide an
appropriate mechanism for analyzing the effects of recent Canadian tax
policies.

Investment and Saving Effects

The task before us now is to determine whether the $1,000 IIE acts
principally as a reduction in marginal tax rates or as a lumpsum tax reduc-
tion to existing asset holders and to do the same for the change in RRSP
contribution limits. It obviously makes a great deal of difference as regards
the effects of these policies on Canadian investment incentives. If these are
principally distorting tax reductions, they should provide considerable
stimulus to Canadian business investment. If, on the other hand, they are
principally lump sum in nature, they provide little or no investment
stimulus.

Existing evidence on the distribution of investment income in Canada
leads us to believe that the $1,000 IIE acts principally as a lumpsum reduc-
tion in taxes. Canadian income tax statistics for the 1979 tax year (the lat-
est available) reveal that some two-thirds of total investment income in the
form of interest, dividends, and taxable capital gains was earned in that
year by taxpayers reporting gross incomes in excess of $20,000.9 The aver-
age amount of investment income reported by taxpayers with gross in-
comes exceeding this amount was $3,624--well in excess of the $1,000 limit
on the IIE. Moreover, the average level of investment income reported by
taxpayers with 1979 incomes below $20,000 was $689. These figures do not
deny that some less wealthy taxpayers would have an incentive to save and
invest due to the IIE, but suggest that the bulk of Canadian investment ac-
tivity is carried on by individuals for whom the $1,000 limit is a binding
constraint.

8More correctly, the open economy will achieve the same steady-state equilibrium under
these circumstances only if the equilibrium real rate of interest is r* ~< ~. When r* > ~, equi-
librium will not be attained and the open economy will stay at a position where its domestic
real rate of interest remains equal to ~. However, this is not a realistic possibility, for r < r*
implies that domestic consumers will plan consumption streams that continually decrease over
time. This sort of behavior is a possibility we rule out as implausible

9Source: Revenue Canada, Taxation Statistics (1981 Edition). The average amount of in-
vestment income exceeded $1,000 for all income classes in excess of $20,000 in 1979.
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An even stronger case can be made that the 1974 increase in RRSP
contribution limits represented primarily a lumpsum transfer to Canadian
taxpayers. The basis for this claim is that RRSPs have offered a perfect ar-
bitrage opportunity to taxpayers with investment income in excess of
$1,000 per year. Interest paid on funds borrowed to finance RRSP contri-
butions have been tax deductible against unsheltered investment income.
(Beginning with the 1982 tax year this will no longer be the case.) Thus a
taxpayer who has such income--either from foreign sources or from do-
mestic sources in excess of $1,000--has been able to borrow at an after-tax
cost of(1 - ~-) i and earn an after-tax rate of return on a RRSP ofi. He has
had a strong incentive to undertake this arbitrage activity but will be con-
strained by the annual RRSP contribution limit. The number of taxpayers
in this favorable position has been at least as large as the number bound by
the $1,000 IIE limitation. It follows, therefore, that if the $1,000 IIE limita-
tion is a binding constraint on the bulk of Canadian investors, the RRSP
limitations must be too.

This does not deny that changing RRSP limits in 1974 served to lower
the effective marginal tax rates faced by many lower income Canadians. It
simply suggests that the amount of saving and investment funds controlled
by these individuals is small relative to the total.1°

What all of this means is that the 1974-75 tax incentives for saving in-
troduced in Canada are best viewed as lumpsum tax reductions to upper
and middle income taxpayers. We have already analyzed the implications
of lumpsum tax reductions and found that they have no effect on the equi-
librium value of investment--provided such nondistorting tax reductions
are financed by offsetting increases in other nondistorting taxes.

It is, of course, not clear how the Canadian Government financed these
tax changes inasmuch as numerous other policy actions were being taken at
the same time. We must consider the possibility that the IIE and RRSP ac-
tions have caused the Canadian Government to set the overall level of per-
sonal and corporate income tax rates higher than would have otherwise
prevailed. If this has occurred, then the equilibrium levels of output and
investment are likely to be lower than would otherwise be the case. In other
words, the IIE and RRSP policy might actually have generated perverse ef-
fects on Canadian investment activity. It is difficult to say more.

There is even more ambiguity regarding the effects of these policies on
measured saving flows. The responses of personal and government saving
to a tax change are difficult to assess even when the offsetting financing pol-
icy is known. When it is unknown, the situation is indeterminant. This is

~°It is worth mentioning that neither interest paid on consumer debt nor the mortgage in-
terest of owner-occupants is tax deductible under Canadian tax laws. This feature of the tax
system serves to reduce the appeal of RRSPs and the IIE even to individuals not constrained
by the annual limitations imposed by these tax policies. Any individual with outstanding con-
sumer or mortgage debt can earn a marginal after-tax rate of return equal to the before-tax
rate of interest, i, by simply repaying part of his debts. The opportunity to invest in RRSPs or
tax-sheltered Canadian assets would not offer any reduction in effective tax rates to individuals
in this position.
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unfortunate because of the considerable interest in the question of whether
the recent divergence between Canadian and U.S. rates of personal saving
can be attributed to Canadian tax policies. While we cannot provide a defi-
nite answer to that question, it is possible to compute a rough estimate of
the maximum increment to Canadian personal saving that might be at-
tributable to these policies. Such an estimate might at least give some in-
sight as to whether the tax hypothesis is a credible explanation of the ob-
served discrepancy in saving rates.

The maximum response of personal saving to a lumpsum tax reduc-
tion occurs under deficit financing. It was shown earlier that the equilib-
rium value of Sp will increase by the full amount of the tax reduction under
these circumstances--a response due entirely to the inflation-distortion ef-
fect. We need only estimate the annual tax revenue costs of the $1,000 IIE
and the higher RRSP contribution limits in order to derive an upper-
bound estimate of the impacts of these policies on personal saving in
Canada.

Using detailed taxation data for 1979, it is a relatively simple matter to
estimate the tax revenue loss associated with the $1,000 IIE. Data are avail-
able on the amount of the IIE by income class. An estimate of the revenue
loss can be computed by multiplying the amount of IIE claimed by the
marginal tax rate appropriate to each income class and aggregating the re-
sults. The resulting value for the 1978 taxation year is $0.90 billion,ll

It is much more difficult to come up with an estimate of the tax reve-
nue loss associated with the fact that RRSP contribution limits were higher
in 1974 and after than they had been prior to 1974. It is the incremental tax
reduction associated with the 1974 increase in limits that is relevant here.12
Available taxation data report only the total amounts of gross RRSP con-
tributions (by income class) on an annual basis. It is not possible to deter-
mine by how much these values exceed the annual contributions that
would have occurred under the pre-1974 limitations from these data. In ad-
dition, taxation statistics do not report the tax-exempt accrued RRSP earn-
ings from past contributions that also represent revenue losses to govern-
ments. That is, the tax loss associated with RRSPs in any year is the tax
foregone on the sum of gross new contributions and accrued earnings from
past contributions. To come up with an estimate of this loss some very
crude assumptions must be made.

In 1979 a total of $5.67 billion in RRSP contributions were claimed as
deductions by Canadian taxpayers. The 1974 changes acted to approxi-
mately double annual contribution limits; hence something in the neigh-
borhood of $2.84 billion, or one-half of the total, probably represents the
incremental effect of the 1974 changes on the level of new contributions in
1979. To this figure must be added some estimate of the accrued earnings

~$0.64 billion of this represented a loss in federal tax revenues and the remaining $0.26
billion was a loss in provincial taxes.

~2The reason for this is that RRSPs existed prior to 1974 with no apparent effect on the
Canadian-U.S. personal saving rate differential. We seek to determine whether the 1974
changes in RRSP contribution limits have been a factor causing the Canadian saving rate to
rise relative to the U.S. rate.
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on past contributions. Assuming a 9 percent annual rate of return and that
.annual contributions were $2.84 billion higher as a result of the 1974
changes in every year over the 1974-79 interval, the total incremental tax-
exempt income in 1979 is estimated to have been approximately $4.26 bil-
lion. Assuming an effective marginal tax rate of 33 percent, the tax revenue
losses associated with this amount are estimated to have been $1.42 billion.

Under the assumption that Canadian governments used (nondistort-
ing) deficit finance to offset their tax losses from the $1,000 IIE and the
1974 changes in RRSP contribution limits, personal saving in Canada was
higher by $2.32 billion in 1979 than might otherwise have been the case.
Total personal saving was $17.81 billion in that year and the measured per-
sonal saving rate (on a National Accounts basis) was 10.3 percent. Thus Ca-
nadian tax incentives may have contributed as much as 1.3 percentage
points to the 1979 personal saving rate. The effect on measured saving rates
for the 1975-78 and 1980-81 intervals is likely to be of approximately the
same magnitude.

The average discrepancy between measured rates of personal saving in
Canada and the United States from 1975 to 1981 was 4.4 percentage points
in Canada’s favor. Canadian tax incentives can explain at best only one-
fourth of this discrepancy under the most heroic of assumptions. It appears,
therefore, that some factors other than Canadian tax incentives have been
responsible for the apparent divergence in Canadian and U.S. personal
saving behavior.

IV. Concluding Observations

One conclusion to be drawn from this study is that saving behavior is
difficult to analyze in the aggregate. The main reason for this is that exist-
ing measures of saving do not fully correspond with the concepts of saving
that economists have in mind. The analysis here has focused on only one
measurement problem--the inflation-distortion effect. If that were the only
difficulty, it could easily be solved by redefining saving on an inflation-
adjusted basis, i.e., by correcting existing measures for inflation taxes. How-
ever in the real world there are many other measurement problems, e.g.,
what to do with consumer durable goods purchases and business saving by
corporations? The list of alterations that could be made to measured sav-
ings concepts is long and the number of opinions regarding which of these
are appropriate is diverse. Existing measures may well come as close to sat-
isfy.ing the majority of economists as any single set of alternatives. The
point to be stressed is that saving is not a particularly useful focus of
analysis.

Fortunately, for most problems an analysis of saving behavior is not
necessary. The problem analyzed in this paper provides an illustration of
this. If the objective of government policy is to promote increased capital
formation, it is not necessary to find policy tools that will accomplish this
result by first enticing economic agents to save more. It is, instead, much
more straightforward to think in terms of policy tools that will directly act
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to increase the after-tax rate of return on capital. Reductions in the rates of
tax applied to incomes from capital investments will do this and promote
higher investment, provided such tax reductions are not financed by in-
creases in other distorting taxes that fall upon investment incomes.

In the model derived in the paper, deficit finance via inflation taxes
provides a nondistorting means of finance. Inflation taxes are nondistorting
here only because the model was structured to ensure the superneutrality
of money. It is worth mentioning that this is probably not the case in the
real world. A number of economists (e.g., M. Feldstein and L. Summers
[1976]) have argued that the real tax burden borne by investors rises with
the rate of price inflation. If so, this helps to explain the sluggish perform-
ance of investment over the past several years. Governments interested in
stimulating capital formation would do well to consider some form of infla-
tion indexing for income from capital sources. Whether such actions would
also lead to higher personal saving is both ambiguous and not particularly
relevant.

Recent Canadian experience with tax incentives provides a useful ex-
ample of how focus on saving behavior can be misleading. The tax incen-
tives enacted by the Government of Canada in 1974 and 1975 were essen-
tially aimed at promoting capital investment by increasing personal
incentives to save. Our analysis suggests that these actions were by and
large lumpsum transfers to middle and higher income taxpayers. The poli-
cies not only provide little incentive for increased investment but may ac-
tually have perverse effects insofar as they have been financed by increases
in distortionary taxes. Furthermore, their effects on personal saving are
ambiguous.

The tax incentives may actually have caused a decline in measured
personal saving in Canada. At most, they may have added something in the
neighborhood of 1.3 percentage points to the measured personal saving
rate over the 1975-81 interval. This increment falls well short of explaining
the average 4.4 percentage point relative increase in Canadian versus U.S.
rates of personal saving that has arisen over this time period. Canadian tax
policies regarding personal saving do not appear to be capable of explain-
ing this discrepancy.
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Discussion

Alan S. Blinder*

Gregory Jump’s analysis of the U.S.-Canadian personal savings differ-
ential is a nice amalgam of theory, facts, and institutional details. In many
ways the paper is a model for economic writing.

He begins with an empirically important question (Why have Cana-
dian households outsaved their U.S. counterparts by a wide margin in re-
cent years?), formulates an interesting and tenable hypothesis (that Cana-
dians are responding to tax incentives favorable to saving), and then builds
an economic model to address the issue. The model manages to be simple
and coherent without being trivial and, in applying his model to the real
world, Jump pays careful attention to several relevant facts and institu-
tions. The paper neatly follows a unified thread from start to finish. I en-
joyed reading it and profited from doing so.

Nonetheless, I must confess that careful study of the paper led me to
conclude that the facts are a bit obscure, that the theory is not very enlight-
ening, and that certain institutional details may be the proverbial Prince of
Denmark that are left out of this particular Hamlet.

1. Major Themes

Though I will have some critical things to say later, I wish to begin by
stressing my broad agreement with the major themes that Jump develops in
examining the hypothesis that tax incentives account for the large differ-
ence in saving rates between two countries that seem so similar. As I see it,
these themes are:

(1) that conventional personal saving rates are distorted upward by in-
flation because they fail to account for the automatic dissaving that occurs
when inflation erodes the real value of money fixed assets.

Jump concentrates on money itself but realizes that corporate and gov-
ernment bonds are far more significant in practice. Even a casual look at
this point suggests that it is of great empirical importance. In 1979, a year
of high inflation, U.S. households saved 5.25 percent of their disposable in-
come--a total of $86.2 billion,l But the disposable income figure included
$207 billion of interest income, most of which really represented a return of
principal on previous loans. And the saving figure excluded almost $44 bil-
lion in interest paid to businesses, most of which would more properly be

*Gordon S. Rentschler Memorial Professor of Economics at Princeton University.
~The U.S. data have recently been revised, showing considerably more saving than previ-

ously estimated. Specifically, the personal saving rate in 1979 is now put at 5.9 percent. I used
the older data because I needed some of the details that I do not yet have in the newer data.
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accounted for as return of principal, and hence saving. If we eliminate both
interest received and interest earned, on the grounds that the real interest
rate was roughly zero, then the revised saving rate jumps from 5.25 percent
to 9.1 percent. The inflation distortion is no mere detail.

However, as Jump correctly points out, it is unlikely that this inflation
distortion accounts for much of the discrepancy between Canadian and
U.S. saving rates because the inflation rates in the two countries have been
so similar.

(2) that there is a big difference between household saving and domes-
tic investment.

Jump focuses on government saving and, in particular, on the fact that
the household dissaving caused by inflation automatically becomes govern-
ment saving. But Auerbach’s paper for this conference reminds us of the
(high, but not perfect) substitutability between business and personal sav-
ing and Fieleke’s paper reminds us that capital inflows from abroad can
also be used to finance domestic investment.

It is significant to note that the OECD study which motivated this con-
ference found that household saving accounts for a much smaller fraction
of total national saving in Canada than in the United States.2 Given this
fact, and the high substitutability among household, business, and govern-
ment saving, we should not make too much of the fact that the personal sav-
ing rate is higher in Canada.

(3) that tax incentives used to spur saving (or, for that matter, invest-
ment) imply a loss of revenue that must be financed by an increase in other
taxes (now, or in the future), including the inflation tax.

In reality, these other taxes will almost certainly be distorting, but
Jump concentrates on the nondistorting case to simplify his analysis.

(4) that not all saving (or investment) incentives have marginal effects.
Some are more or less lumpsum payments to savers (or investors), and
Jump argues that many of the Canadian tax incentives have been of this
sort.

These are all terribly important points which need to be made again
and again because so many people now argue that we should use tax incen-
tives for saving as a way to spur investment. Together, they lead Jump to be
highly skeptical that Canadian tax incentives have made his country’s per-
sonal saving rate much higher than our own. His skepticism rests on sound
grounds and is amply justified.

Having showered all this praise on Jump, let me enter some objections.
I will start with the facts, where I merely wish to raise some questions and
request clarification. Then I will argue that Jump’s theoretical model is ill-
suited to dealing with the issue at hand. Finally, I will nominate an institu-
tional difference between the two countries that Jump barely mentions--
the tax deductibility of interest expenses--as a candidate to explain the
discrepancy in saving rates.

2See Diagram 1 on page 8 in "International Differences and Trend Changes in Saving Ra-
tios," OECD, Working Party No. 1, Paris, October 1981.
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2. The Basic Facts

67

As Jump sees the data, "rates of personal saving in the United States
and Canada, which had been virtually identical throughout most of the
postwar period, suddenly began to diverge in about 1975." Thereafter, the
Canadian saving rate went much higher than the U.S. rate. Thus Jump’s
view of the "stylized fact" is as shown in Figure 1.

Frankly, I just do not see this "fact" when I look at the data. When I
look at his Figure 1, I see a "stylized fact" more like Figure 2; that is, a U.S.
personal saving rate that is pretty much trendless over the period (though
low in the last few years)s, and a Canadian personal saving rate with a
strong upward trend throughout the period. The two lines cross in about
1973.

Beauty may be in the eye of the beholder, but this difference in per-
spectives is fundamental. It completely changes what you look for by way of
explanation. Jump looks for something that started abruptly about 1974,
finds the increase in saving incentives, but argues that this hypothesis does
not stand up to close scrutiny. Figure 2 would suggest a search for a factor
that was present from the outset, but that grew ever more important
throughout the period.

One final point should be made about "the facts." Diagram 4 (p. 95) of
the OECD report offers a picture of Canadian and U.S. household saving
rates that looks quite different from Jump’s Figure 1. You can examine it
for yourself, but when I look at the OECD diagram I see the "stylized fact"
indicated in Figure 3. Both saving rates are trending up throughout the
1960s. The Canadian saving rate continues its upward march until 1975
and then flattens out, whereas the U.S. saving rate stops rising around 1972
and then falls. If these are the "facts" to be explained, then Jump may be
looking on the wrong side of the border.

In any case, Jump ought to explain the differences between his "facts"
and those of the OECD, and also take account of the recent upward revi-
sions in the U.S. personal saving rates. Before we can appraise the explana-
tion, we really must know which is the true stylized fact.

3. The Theoretical Model

As previously noted, Jump looks to tax incentives to explain the Cana-
dian-U.S, saving differential. He takes the standard intertemporal optimi-
zation model of consumer behaviorg and embeds it in a simple general
equilibrium model in which investment is the sum of personal and govern-
ment saving. There is no uncertainty and no business saving, and particular
assumptions are made in order to render money not just neutral, but super-
neutral. (For example, the tax system is fully indexed, the demand for
money is not interest sensitive, labor is supplied inelastically, and wages are

3The apparent decline in the U.S. saving rate in recent years was nearly obliterated by the
data revisions mentioned in footnote 1.

4See, for example, Menachem E. Yaari, "On the Consumer’s Lifetime Allocation Proc-
ess," International Economic Review, September 1964, pp. 304-317.
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perfectly flexible.) Though the model can handle more general situations,
Jump concentrates on the steady state.

If the model is meant to be a vehicle for making the four points which I
enumerated at the outset, then I have only a few quarrels with Jump’s mod-
eling strategy.

The Model As Model

The first is that his equation (15) is not necessary for steady-state equi-
librium. While I am not sure how much things would change if the condi-
tion were dropped, the fact that equation (15) is the lynchpin for almost
everything Jump .does with the model is worrisome.

The equality of the real after-tax return on saving and the subjective
rate of time discounting is necessary to make a single individual’s consump-
tion constant over his life cycle. But in an economy composed of people of
different ages, aggregate consumption will be constant as long as the age
distribution of the population is constant--regardless of the shape of the
life cycle consumption profile of a single individual. Thus r (l-t) = 0
should not be considered as a requirement for a steady state.

This distinction illustrates, by the way, how different the steady-state
and nonsteady-state properties of a model can be. A rise in the rate of in-
terest, holding the present value of lifetime wealth constant, "tilts" each in-
dividual’s consumption profile toward less consumption today and more to-
morrow. In the short run, this will raise aggregate saving. But in the long
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run it will not raise saving because the shape of the individual lifetime con-
sumption profile is irrelevant in the aggregate.

A second problem is the treatment of the tax incentives offered by the
Canadian authorities--which consist of tax exemption for saving (or invest-
ment income) up to a certain point, and no tax preference thereafter--as
being equivalent to a lumpsum subsidy for big savers (or investors).

In fact, a tax incentive of this sort sets up a multi-armed budget con-
straint with one or more "kinks," such as the one shown in Figure 4. For
people who locate on arm KD, the tax incentive does have only income ef-
fects, and hence is nondistorting. But some big savers will reach a corner
solution at the kink, point K, and hence will have their behavior heavily
distorted. Thus there are really three groups to be considered: one that ex-
periences the usual type of distortion (a change in the slope of its budget
line; see segment KE), another that experiences a more extreme type of
distortion (those attracted to point K), and a third--the group on which
Jump focuses--for whom the tax incentive is a lumpsum transfer (see seg-
ment KD). I am not sure why we should presume that the last group is of
predominant importance.

C2

B

Y2

Figure 4
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The Model and Reality

But, as I interpret Jump’s paper, the model is meant to be more than
just a bulletin board on which to hang a few good points. It is designed to
study the savings differential between the United States and Canada since
1973. For this task, however, I find almost every aspect of the model
objectionable.

Have the two economies been travelling along neoclassical steady-state
growth paths? Did full employment prevail in both economies during the
1970s? Is the Canadian economy closed to capital flows? Is the inflation tax
nondistorting? Does either country have a tax system which taxes only real
interest income and allows deductions only for real interest expenses and
true economic depreciation? The answer in every case is no.

It seems most unlikely that the U.S.-Canadian saving differential is a
steady-state phenomenon. Neither economy was moving along a full-
employment growth path during these years. Neither country’s citizens
could borrow or lend freely in a perfect capital market. Money was prob-
ably neither neutral nor superneutral in either country, and the inflation
tax was certainly distorting. Neither country had an indexed tax system in
the relevant sense, and both had relatively open capital markets (though
Jump’s point about the discriminatory nature of Canadian tax incentives is
valid and important). The Canadian tax law allowed interest deductions
neither for interest paid to finance purchases of consumer durables nor for
home mortgages; the U.S. tax law allowed both. And the Canadian tax law
was not the only one to have a variety of tax incentives for saving during
this period. The U.S. tax law included tax breaks for pensions, IRAs,
Keogh accounts, and other’ provisions.

Now, I know all about abstracting from details and the virtues of "as
if" reasoning. But it really seems to me that some of these phenomena may
be the essence of the problem. I am skeptical that a model which sweeps
them all under the rug can teach us much about the U.S.-Canadian saving
discrepancy. And nothing in Jump’s paper removes this skepticism.

I also plead innocent to the charge of picking theoretical nits. At the
end of the paper, Jump uses the model to put an upper bound on the
amount of additional saving that might have been induced by the Canadian
tax incentives. His calculation makes use of several of the aforementioned
assumptions in an essential way, including the ideas that the Canadian
economy is on a steady-state growth path, that the extra personal saving is
exactly matched by higher revenues from the inflation tax, and that the in-
flation tax is nondistorting. Furthermore, this calculation could be relevant
to the Canadian-U.S. saving differential only if the Canadian inflation rate
had been higher than the U.S. inflation rate--which was not the case to any
significant extent.

4. Institutional Differences

I save my most speculative comments for last. Comparisons between
Canada and the United States come about as close to a controlled experi-
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merit as economists are ever likely to get. The two countries are similar in
so many ways that we can feel almost justified in attributing whatever dif-
ferences we observe to legal-institutional differences. This is the spirit of
Jump’s inquiry, and I endorse it.

However, what I would have thought was the chief institutional differ-
ence between the two countries--the tax deductibility of interest ex-
penses-is barely mentioned by Jump. Let me cite a few numbers to illus-
trate the potential importance of this issue.

With a 10 percent mortgage interest rate and an 8 percent inflation
rate--numbers that are pretty typical for the 1970s, a Canadian pays a 2
percent net real rate of interest if he buys a house. An American pays - 1
percent if he is in the 30 percent tax bracket, and -3 percent if he is in the
50 percent bracket. Even down in the 20 percent tax bracket the net after-
tax rat e of interest is zero. And this ignores the fact that investments in
housing are leveraged to the hilt. Furthermore, the tax distortion in favor
of borrowing gets more and more important as the inflation rate rises. And
inflation rates were rising for most of the period Jump studies.

The point, of course, is that the U.S. tax law encourages people to save
in the form of houses and consumer durables, items that are not counted as
saving in the national income accounts. I’ll offer myself as a case in point. I
bought my first house in Princeton in 1973 and sold it in 1977. At first I
made monthly mortgage payments that were enormous relative to my in-
come. Was I being a big spender? Hardly. I was being a big saver, for the
(untaxed, and quite anticipated) capital gain that came at the end was far
more enormous. A naive calculation suggests that I actually made negative
expenditures on rent during those four years. Of course, that was not the
case. What happened was that I did most of my saving in the form of hous-
ing. So did millions of other Americans.

About two-thirds of American dwellings are now owner-occupied. In
1979, the Commerce Department included about $115 billion in imputed
rent on these dwellings in the GNP. This amounted to 6.9 percent of dis-
posable income--far more than total personal saving as conventionally de-
fined. Even if we count only half of this as saving--which is probably too
conservative--the personal saving rate would have been 8.8 percent instead
of 5.2 percent.

Now, I do not pretend that these remarks offer a definitive solution to
the Canadian-U.S. saving discrepancy. The empiricism is in the best arm-
chair tradition, and I would need to know more about the situation in Can-
ada. But both the enormous magnitude and the particular time pattern of
the tax distortion point the finger of suspicion at the tax deductibility of in-
terest. It merits more discussion than Jump gives it.
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I would like to start my discussion by reviewing what Gregory Jump
has done in his paper examining the recent Canadian experience with tax
incentives to promote personal saving. I shall then address three points,
one very briefly, and two at somewhat greater length. The three points:

(i) I am skeptical of the modeling by which deficit financing is con-
nected with inflation. However, I shall argue this is not a very
important point as far as the interesting aspect of Jump’s analy-
sis is concerned.

(ii) The question of the incentive effects of Canadian tax measures
merits a closer look, on which I make a small beginning.

(iii) Inflation tends to magnify certain differences between the tax
structures of the two countries in ways that may explain differ-
ences in saving rates.

On the face of it, Jump was assigned a difficult task. The starting point
is the surprising divergence since 1976 between U.S. and Canadian rates of
household saving. These had been rather similar (and low, by OECD stan-
dards) until then. But since 1976 (reading from Jump’s Figure 1), the Cana-
dian ratio of personal saving to income has drifted up, from about 10 per-
cent to about 12 percent, while the U.S. rate has slogged along near 6
percent. The question apparently posed to Jump: What role in the differ-
ence between U.S. and Canadian experience has been played by the tax
law changes introduced by the Canadian government in the mid-1970s
with the objective of encouraging savings? In brief summary, these changes
consisted of allowing taxpayers to exclude from taxable income up to
$1000 of (Canadian source) interest, dividends, and capital gains, and sub-
stantially liberalized limits on deductible contributions to registered retire-
ment savings plans (holding Canadian assets).

It is, incidentally, significant and probably unfortunate that Jump did
not take on the following question: What role did differences in the tax sys-
tems of the two countries play in their records? I have in mind here two
points. First is the artificiality of distinguishing savings- and investment-
encouraging devices. It is curious how often one encounters in this context
the apparent view that it matters (in equilibrium) whether it is the buyers
or the sellers that are taxed. (I am not suggesting Jump suffers from any
confusion on this point.) I shall have nothing more to say about the possible
bearing of changes in investment incentives on the matter under study as I
do not know the facts about the Canadian rules. However, I shall say a bit

*Professor of Economics and Public Affairs at the Woodrow Wilson School, Princeton
University.
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more about a second aspect of differences in the two systems when I come
to discuss the implicit changes in the laws brought about by inflation.

The thought that a connection might exist between savings incentive
policies and differences in the saving performances of the United States
and Canada is plausible in view of the great similarity between the two
economies in other respects, and their close links. The OECD staff paper
distributed to conference participants (Table 21, p. 97) presents data sup-
porting the view that the two economies have indeed followed similar paths
over the last 25 years. I would note in particular the close agreement in the
inflation rates.

While there is thus some cause to suspect institutional differences lie
behind differences in recently observed saving rates, the number of obser-
vationsis small. What are the chances that a few years’ experience in a rap-
idly changing world would throw out convincing evidence about the effi-
cacy of a couple of tax incentives for saving? Judging from the contentious
record of efforts to detect in time series the responsiveness of saving to the
interest rate, we have to regard the chances as not very good. It is therefore
understandable that Jump eschewed an econometric attack on his subject.
Like any good economist in this situation, he asked what theory can tell us,
and looked to the quantitative information for rough estimates of
magnitudes.

Although I have reservations about the particular model employed by
Jump, I have no quarrel with the essential conclusions of his theoretical
analysis. That is, for a tax measure to encourage saving, it must lower the
cost of future consumption in terms of present consumption. In other
words, it must raise the rate of return received by savers. To elaborate slightly,
assuming the government budget must somehow balance, as a first approx-
imation the income effects of feasible tax changes must net to zero. If the
marginal propensity to consume doesn’t vary systematically in the popula-
tion of taxpayers (not, in my view, necessarily a good assumption), the dis-
tributional consequences of feasible tax changes do not affect household
saving, correctly measured. This is the critical point provided by theory. If
the tax law changes don’t raise the rate of return received by savers at the
margin, they won’t influence savings.

Did the tax law changes in the mid-’70s change the rate of return to
savers? Jump correctly refines the question: Compared to what? If the sav-
ing incentives reduce tax revenue, it has to be made up somewhere. So the
question is incomplete until we specify the offsetting change. Having ar-
gued theoretically that an inflation tax, attributable to increased issue of
money, is of a lump-sum character, Jump chooses to evaluate the hypothet-
ical alternative of no savings incentives and slower money growth. The no-
real-effect argument is complete if one accepts that the tax law changes
were themselves also of a lump-sum character. In this case the package of
offsetting budgetary effects has no effect on saving, correctly measured.

However, because money issue does raise the rate of inflation, it does
bring about a mismeasurement of saving, of a kind Jump has previously
brought to our attention. That is, neglect of household dissaving through
lost real balances, and of government saving through the offsetting change
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in its monetary liabilities, leads to an overstatement of household saving
and an understatement of government saving. It is this mismeasurement,
and not any real savings effect, to which Jump attaches an upper-bound in
the latter part of his paper.

I come then to my first, and minor point. Even recognizing that it is
only an issue of measurement, I would take exception to Jump’s reliance on
a direct connection between deficit finance and inflation in making his esti-
mates. His identification of bond finance and money creation is only valid
in a steady-state model. In a model which permits bond finance today to be
offset by either money expansion or tax finance in the future, deficit spend-
ing is not necessarily inflationary. I therefore question Jump’s assumption
that deficit finance translated immediately into price level changes.

We are presumably not really interested in the contribution policy
made to an apparent but not real difference. Correcting U.S. and Canadian
household saving rates for inflation involves about the same adjustment in
both, and leaves the puzzle. The interesting question remains the explana-
tion of the differences in correctly measured household saving rates.

Were the saving policy changes, indeed, of a lump-sum character?
First, a look at Jump’s empirical evidence. Concerning the $1000 tax-free
investment income (presumably net income is involved--could one borrow
from a foreign bank and avoid the netting of interest?), Jump points out
that in 1979, two-thirds of total (not just Canadian source) investment in-
come (net?) accrued to taxpayers reporting gross incomes in excess of
$20,000. This implies one-third was received by taxpayers with gross in-
comes below $20,000, a group with average investment income of $689.
Presumably this group includes many elderly taxpayers with investment in-
come in excess of $1000. But presumably also the group of taxpayers with
gross income above $20,000 includes many young families in the early ac-
cumulation phase of life. From these figures, one could imagine that some-
thing like one~fourth of investment income was received by taxpayers still
exempt at the margin by virtue of the $1000 provision. This is not a wholly
negligible magnitude.

It is also perhaps risky to identify saving with the receipt of investment
income. Because under Canadian tax law neither interest on consumer bor-
rowing nor home mortgage interest is deductible, there is a tremendous in-
centive for households to direct saving first to the reduction of these liabili-
ties, or at least there is a strong incentive for them thereby to avoid
exceeding the $1000 exempt investment income limit. Thus, simply looking
at the evidence in connection with the $1000 investment income, it is quite
possible that a very substantial proportion of savers confronts the full
before-tax rate of interest at the margin. This proportion is the critical em-
pirical magnitude.

As far as the registered retirement savings plan limits are concerned,
Jump presents no evidence at all. Rather he relies upon the argument that
households can borrow against contributions to these plans, and therefore
have every incentive to maintain contributions at the limit allowed by law
(and to restrict withdrawals to the minimum required by law in the retire-
ment phase). If it is possible to borrow costlessly against these plans, at a
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rate of interest that equals that received within the plan, it is certainly true
that a priori reasoning implies that nearly everyone would borrow to the
hilt. However, to the extent that for many individuals the associated inter-
est is not deductible, or to the extent that existing mortgages and the like
imply that they already have in effect tax-exempt saving margins, there are
many savers who will be indifferent at the margin to even such a costless
arbitrage transaction.

It is, furthermore, most unlikely that the arbitrage is totally costless. At
a minimum, one would assume that banks and other lenders would extract
some spread between the rate of return charged to borrowers against pen-
sion savings, and that actually received in the savings plans. Finally, expe-
rience in the United States suggests that arguments based on a priori rea-
sonhag about what would be obviously sensible financial behavior may be
contradicted by the facts. An interesting example is the suggestion by Mer-
ton Miller and Myron Scholes that the limitation on the deductibility of
borrowing for portfolio investment purposes means that dividends are ef-
fectively free of tax. While optimal on a priori grounds the implied behav-
ior is clearly not borne out by the facts in the United States. Wealth owners
simply do not borrow to the extent transactions-cost-free theory suggests
they ought to do.

If many savers do not borrow to take advantage of the registered re-
tirement savings plan (and particularly now that the law has been changed
in Canada) they will often be in a position to expand their contributions or
to reduce the rate at which they draw down accumulations in their retire-
ment phase. During such periods they, of course, face the before-tax rate of
return on their savings decisions. Furthermore, even during periods in
which the constraints on contributions or withdrawals are effectively bind-
ing on savers, there will typically be more or less lengthy periods in which
they will, nonetheless, maintain larger accumulations under liberalized
contribution-limits. This may be seen by writing down the full household
optimization problem subject to the savings plan limitations.

No doubt the most important question is whether a saver is confront-
ing the before-tax rate of return interest at the margin. What is very strik-
ing is how much more likely it is to be the case in Canada than in the
United States. The savings incentives we have been discussing here feature
importantly: the $1000 investment income exemption and the relatively
generous registered retirement savings plan limits. However, critically im-
portant as well is the absence of the deductibility of interest on mortgage
or personal borrowing. I can well imagine that for a substantial majority of
savers in Canada the before-tax rate of interest is the relevant factor at the
margin.

This brings me, then, to the way in which the inflation rate, common to
both countries, brought about effective changes in their legislation. If the
question had been broadened to whether differences in the tax system help
explain the differences in savings behavior, the different treatment of inter-
est deductions would have been seen to be very important. Let us make the
common assumption that during an anticipated inflation the interest rate
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adjusts approximately one point per point in the inflation rate. While such
an adjustment maintains the before-tax rate of interest constant in real
terms, it introduces a spread in the real after-tax rates of return according
to a tax bracket. The wedge between the return before and after tax on in-
terest changes markedly during inflation, even with no change in tax rules.
In particular, with the inflation at recent levels, high bracket taxpayers find
their incentive to accumulate at interest drastically reduced and their in-
centive to borrow at interest vastly increased. This effect would lead them to
reduce rates of savings as measured in the statistics examined here, while
possibly to some degree offsetting these reductions through accumulation
of untaxed forms of capital, including consumer durables.

This effect is often underrated in importance. Let’s take a simple ex-
ample. Suppose the rate of interest is 2 percent in the absence of inflation
and 15 percent with 13 percent inflation. The following little table shows
what happens to the real interest rate according to taxpayer marginal
bracket:

Real After-Tax Interest Rate

Marginal Tax No Inflation
Bracket Inflation at 13%

0 2 2
30 1.4 -2.5
50 1 -5.5

Put another way, here is what happens to the price of a real dollar of pur-
chasing power 25 years hence:

Effective Price of a Dollar of Purchasing
Power 25 Years Hence

Marginal Tax No Inflation
Bracket Inflation at 13%

0 61¢ 61¢
30 70¢ $1.87 (!)
50 78¢ $3.96 (!)

Even for taxpayers in modest tax brackets there is now an enormous
incentive to borrow at interest and to dissave from interest-bearing forms of
savings, the margin at which the average Joe in the United States probably
makes his savings decision. In Canada, as inflation proceeded, the average
Joe was kept confronting the real interest rate before tax. This didn’t
change much. In the United States, the relevant interest rate was the after-
tax interest rate, and it was sharply cut by the effect of inflation. Indeed, a
comparison of the tax rates at the margin would lead one to expect a drop
in the rate of savings in the United States (measured in this discussion), and
the maintenance of the rate of savings in Canada.



78 SAVING AND GOVERNMENT POLICY

While I have the pulpit, let me close with a pious remark. There is a
risk in focusing the concern of this conference on overall savings perform-
ance. Our concern is more properly with efficient resource allocation, and
this has to do as much with the composition and distribution of investment
and saving as with the overall aggregates. One of the more distressing as-
pects of measures that have been recently taken in this country to alter the
aggregate is the undoubted distortion that they have introduced into the
composition. Alan Auerbach will have much more to say on this aspect of
the matter, which I think cannot be overemphasized.



Issues in the Measurement and
Encouragement of Business Saving

ALan J. Auerbach*

I. Introduction

In 1981, personal saving in the United States was $106.6 billion, or 4.4
percent of personal income? Net corporate saving, as defined by undistrib-
uted profits net of estimated economic depreciation, was $49.5 billion, or
44.0 percent of after-tax corporate profits? Thus, net private saving was
just 6.0 percent of net national product, which was $2.6 trillion. This level
of savings is low by historical standards even in the United States, where
savings as a fraction of income has always been low compared to most other
industrialized countries. Moreover, it also appears to represent a shift in
the composition of private savings, from the business to the personal sector.
These trends are shown in Table 1. Total private saving was between 8 and
10 percent of NNP for most of the 1960s, and business saving represents al-
most half this total. Total private saving shrunk in the 1970s, especially in
the last few years, but business saving has fallen even more. This low rate of
saving in the United States, particularly by corporations, provided much of
the impetus for the inclusion of several of the "supply side" components in
the Economic Recovery Tax Act, notably the acceleration of depreciation
allowances, the reduction in the top marginal tax rate on personal
"unearned" income, expanded Individual Retirement Accounts, All-Savers’
certificates and the reduction in estate taxes. That these provisions, each of
which is targeted at individuals with well above the median family income,
were generally supported by members of both parties indicates how
strongly Congress feels about increased capital formation as a policy goal.

This paper has several objectives. We begin with a discussion of busi-
ness saving, what it is and what influences it. A key point to be made here
concerns the proper definition of such saving. Next, we ask the more funda-
mental question whether it matters what business saving is, as distinct from
a broader savings measure. Since corporations are, ultimately, owned by in-
dividuals, there would appear to be little importance to the identity of the
saver. However, analysts have traditionally looked at business saving as at
least partially independent from household behavior. While such an ap-
proach may rest on assumptions about the separation of ownership and
control of corporations, or the inability of stockholders to "pierce the cor-
porate veil," it may also be explained by the structure of the income tax.

*Associate Professor of Economics at Harvard University and Research Associate at the
National Bureau of Economic Research.
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21bid, Table B-82.
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The U.S. corporation income tax, small though it may now be as a rev-
enue source, is still a "classical" corporate income tax in that corporations
and their stockholders are taxed independently. This lack of full integra-
tion of the personal and corporate taxes introduces differences in the in-
centives to save faced by businesses and individuals. Thus, the saver’s iden-
tity regains importance, even if no other cause for distinction exists. We
review recent theoretical and empirical evidence on this question to help in
analyzing the likely impact of savings and investment incentives at the per-
sonal and business levels.

Given that the level at which an investment incentive is administered
matters, there is a further distinction to be drawn among different strate-
gies of delivering the incentive. In particular, there are two general types of
business investment incentive. One (such as an acceleration of depreciation
allowances) applies only (in principle) to new investment. The other (such
as a corporate rate cut) applies to all corporate income, regardless of
source. This distinction can be extremely important in determining both
how effective the incentives are in spurring more investment and who gains
and loses from the change in policy. After reviewing the theoretical differ-
ences between the two types of incentives, we present results from a dy-
namic, perfect-foresight simulation model to illustrate them. Finally, we
discuss the implications of our results concerning both the current and re-
cent changes in the corporation income tax and the various alternatives
that might be considered.

Table 1
Saving In The United States, 1962-1981 (percent of NNP)

(1) (2) (3)
Private Saving Undistributed Corporate Profits (2) / (1)

1962 8.0 3.5 .44
1963 7.7 3,7 .48
1964 9.2 4,1 .45
1965 10.0 4.7 .47
1966 9.8 4.6 .47
1967 10.0 4.0 ,40
1968 8.7 3.5 .40
1969 7.4 2,7 .36
1970 7.8 1.6 .21
1971 8.5 2.3 .27
1972 7.7 2.8 .36
1973 9.2 2.7 .29
1974 7.6 1.0 .13
1975 8.9 2,1 .24
1976 7.7 2.4 .31
1977 7.3 3.0 .41
1978 6.9 3.0 .43
1979 6.7 2.7 ,40
1980 6.2 1.9 ,30
1981 6,0 1.9 .32

Source: Economic Report of the President 1982, Tables B-19, B-23 and B-82.



BUSINESS SAVING A UERBACH 81

II. Determinants of Corporate Saving

Why is U.S. corporate saving so low? In Table 2, we present (in columns
(1) and (2)) two measures of deflated after-tax profits of nonfinancial corpo-
rations for the period 1962-1981, and (in column (5)) the corresponding
levels of dividends. The ratio of dividends to each profit measure is pre-
sented in Table 3. The first after-tax profit measure is accounting profits.
This measure has grown over the last two decades at an annual rate of 3.4
percent, though the growth has not been continuous. Moreover, dividends
as a fraction of such profits have declined in the 1970s, indicating a greater
percentage of business saving out of the growing profits. There can cer-
tainly be no explanation of a decline in business saving from such statistics.

However, the savings figures quoted in Section I referred to the second
profits measure, which corrects profits for the miscalculation of depreci-
ation and inventory profits. The capital consumption adjustment accounts
for the fact that accounting depreciation is more accelerated than economic
depreciation, on the one hand, but not indexed to price level changes, on
the other. Together, these factors may lead to either an overstatement or
understatement of profits. The inventory valuation adjustment accounts for
the fact that firms using the first-in, first-out accounting method record fic-
titious inventory profits when there is inflation. Together, the IVA and CCA
may either increase or decrease the profit measure, depending on the infla-
tion rate. When inflation is low, as in the early 1960s, the first part of the
capital consumption adjustment, for the acceleration of accounting depre-
ciation over economic depreciation, dominates the correction, increasing
the profits measure. When inflation is high, the correction leads to a reduc-
tion in measured profits. This is quite evident throughout the 1970s up to
the present:

Corrected corporate profits have been essentlali5, flat in real terms dur-
ing the last 20 years. Moreover, dividends, as a fraction of such profits, have
grown to the point where corporations have over the past three years dis-
tributed two-thirds of their corrected earnings. Together, these trends ex-
plain the low level of retained earnings. However, though retained earnings
is the measure of net business saving commonly used, it does not include a
component of business saving that has become very important in recent
years: the inflation gain on nominal indebtedness.

At the end of the first half of 1982, U.S. nonfinancial corporations had
$1.32 trillion of outstanding debt, and $203 billion in financial assets.3
Since nonfinancial corporations are net debtors, they realize a gain when
inflation erodes the real value of nominally denominated assets. This com-
ponent of real profits, which is not taxed, is shown in column (3) in Table 2.
From a very small figure relative to the standard profits measure, this gain
has grown to the extent that it exceeded corrected after-tax profits during
each of the last three years. Including this extra gain with profits yields a
series that has grown even more rapidly than unadjusted profits since 1962,
and of which dividends have been a declining fraction.

3Data Resources USMODEL databank.
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Evidence that this expanded profits measure may actually be relevant
to corporate saving and dividend decisions comes from the regression re-
sults presented in Table 4. Here, we estimate a simple, partial adjustment
model to explain dividends of nonfinancial corporations, following the ba-
sic specification of Lintner (1956), Brittain (1966) and others. The two
measures of after-tax profits, plus the inflation gain on nominal indebted-
ness, are all included as explanatory variables of target dividends D~*in the
model

Dt - D,_ 1 = ~(D?-- Dt_ 1) (1)
The unadjusted profits figure is insignificant, and the coefficient of the in-
flation gain is significant and approximately two-thirds the size of the coef-
ficient on adjusted profits. This suggests that corporate savings may appear
lower only because corporations distribute dividends out of a broader
measure of earnings than the one commonly examined by investigators.

It is important to remember that this addition to corporate savings
does not raise the overall private savings measure, since measured house-
hold saving does not account for the loss on net financial assets households

Table 2
Corporate Profits and Distributions, 1962=1981 U.S. Nonfinancial
Corporations (1972 Dollars)

(1) (2) (3) (4) (5)
Profits After Tax Profits After Tax Inflation Gain (2)+ (3) Dividends

w/CCA & IVA on Net Debt

1 962 33.3 35.3 3.5 38.8 16.1
1 963 36.5 39.7 2.8 42.5 17.6
1 964 43.2 46.4 2.7 49.1 18.8
1965 51.1 54.5 5.2 59.7 21.1
1966 53.2 55.6 8.7 64.3 22.0
1967 48,9 52.0 8.2 60.2 22.2
1968 48.0 48,3 13.7 62.0 23,2
1969 41.8 39.6 17.1 56.7 22.1
1970 32.6 28.1 16.6 44,7 20.0
1 971 37,1 33,7 16.3 50.0 19.2
1972 43.0 29,9 15.6 45.5 20.2
1 973 53.0 36.6 27.8 64.4 20.0
1 974 55.1 18.9 42.7 61.6 18.7
1975 52.5 35.5 32.0 67.5 20.5
1976 62.2 41,3 19.6 60.9 22.7
1 977 69.1 49.9 28.1 78.0 22.8
1 978 74,1 50.0 40.4 90.4 25.1
1979 75.0 40.2 40.8 81.0 24.4
1980 66,2 32.6 51,9 84.5 23.7
1 981 63.1 42.1 45.9 88.0 27,1

Sources: Federal Reserve Flow of Funds Data, as obtained from the Data Resources Model
Data Bank. Deflation by GNP deflator. Inflation gain on net debt equals debt less financial as-
sets, deflated, multiplied by percent change in GNP deflator.
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Table 3
Payout Ratios (Dividends ÷ Profits After Tax)

Profits Definition:
(1) (2) (3)

Profits After Tax Profits After Tax Profits After Tax
w/CCA & IVA w/CCA, IVA and

Net Inflation Gain

1962 .48 .46 .41
1963 .48 .44 .41
1964 .44 .41 .38
1965 .41 .39 .35
1966 .41 .40 ,34
1967 .45 .43 ,37
1968 .48 .48 .37
1969 .52 .55 .39
1970 .61 ,71 .45
1971 .52 .57 .38
1972 .47 ,68 .44
1973 .38 .55 .31
1974 .34 .99 .30
1975 .39 .58 .30
1976 .36 .55 .37
1977 .33 .46 .29
1978 ,34 .50 ,28
1979 ,33 .61 .30
1980 .36 .73 .28
1981 .43 .64 .31

Sources: See Table 2

Table 4
Models of Non|inancial Corporate Dividend Behavior
(Quarterly, 1953:11 to 1982:1)

Dependent Variable: Dividends (D)
Model

Independent Variable: (4.1) (4.2)
Intercept 1.83 1.56

(3.24) (3,00)

Dividends (lagged) .80 .80
(16.56)                 (16.75)

Profits (Adjusted. After Tax) .06 .05
(3.79)                  (3.98)

Profits (Not Adjusted, After Tax) --.02 --
(-1,21)

Inflation Gain on Debt .04 .03
(3,04)                  (3.30)

~a ,95 ,95
Durbin-Watson Statistic 2.48 2.47

Source: See Table 2
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suffer due to inflation. Moreover, there are many other ways in which cor-
porate profits could be corrected. One would also like to account for capital
gains and losses on long-term debt caused by interest rate changes, for ex-
ample. However, perhaps the most important omission is the loss on the as-
set value of future depreciation allowances. Just as financial assets lose
value with inflation, so do the "depreciation assets" which equal the stream
of depreciation allowances attached to a company’s assets (Auerbach
1979a). The exact value of these assets held by nonfinancial corporations is
difficult to calculate exactly, but a rough estimate is easily obtained. Assum-
ing an average of N dollars per year in gross investment, depreciated at
double-declining balance based on a tax lifetime equal to T, a nominal dis-
count rate of ~; an inflation rate of ~r and a corporate tax rate ~, we obtain
the following expression4 for the annual inflation loss on the present value
of future depreciation allowances.

L = r~N( 2IT .)/(~r ÷ 2IT) (2)
r + 2/T

For realistic pre-1981 values, (r = .46, ~r = .06, N = 125 billion, r = .12
and T = 15) for example, this figure is $9.4 billion, which is nearly of the
same order of magnitude as the inflation-induced gains on nominal indebt-
edness in column (3) of Table 2. Thus, the puzzle of corporate saving may
not be completely solved after all. However, it seems clear that the appar-
ently drastic decline in the corporate retention rate is an artifact of the mis-
measurement of corporate profits.

Ill. Why Should It Matter Who Saves?

The Modigliani-Miller Theorem challenged a number of cherished
views about the ability of corporations to influence their market valuation
through changes in financial policy. Modigliani and Miller (1958) showed
that it was of no real consequence whether corporations financed with debt
or equity, and Miller and Modigliani (1961) demonstrated a similar propo-
sition concerning the indifference between retentions and new share is-
suance. Both of these results, of course, hinge critically on the absence of
taxes and market imperfections. What they imply is that business saving,
defined as retained earnings, is a concept of meaningless distinction that
has no real relevance for analysis of economic activity. If a firm chooses to
pay an extra dollar in dividends, it can replace this reduction in retentions
with a dollar of debt or new share issues. In either case, the household in-
vestor who receives the dividend can purchase the new security, with the
end result that there will be no real change in the position of the stock-

~This expression is obtained in the following way:
The present value of depreciation allowances remaining per dollar of asset basis is (6/r + ~),
where 6 = 2/T. The basis, in real terms, of N real dollars of assets purchased in year t - s, in
year t, is N(1 - 6 + ~r)s. Thus, total basis is:

(U+ U(1 - 6 + ~r) + U(1 - 6 + ~-)z + ...). ~= (N~) (~)
~r+~ r+~

These have a value in tax savings of "r(N/~ + 8).(6/r + ~), which loses value annually at
rate ,~.
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holder or the firm. However, business saving will have been reduced by a
dollar, and personal saving increasd by the same amount. Therefore, the
breakdown of private saving between personal and business sectors de-
pends on the convention of dividend distribution, but is of no importance.
One could increase business saving by inducing reductions in dividends,
but this would only induce compensating responses in other financial
variables.

This irrelevance result is not consistent with the view that firms can in-
fluence the welfare of their stockholders through strictly financial transac-
tions. It also suggests that there is no reason for concern about business sav-
ing, rather than private saving? Yet the traditional view has been that
there are separate incentives governing the behavior of households and cor-
porations, just as the tax system (in the United States) treats the sectors sep-
arately. The justification for such separate treatment must lie in some form
of market imperfection, either in the rationality of agents, institutional con-
straints (such as differential access to capital markets by households and
firms) or taxes.

There has long been some question whether stockholders can "pierce
the corporate veil" and undo any changes in saving by the corporation that
are inconsistent with their own lifetime savings plans. One cannot appeal
here to liquidity constraints, for if a liquidity-constrained stockholder
wishes not to save, he may respond to a firm’s additional retentions by sell-
ing some of his shares in the firm. There must be a more fundamental irra-
tionality present for there to be real effects, if markets are otherwise per-
fect. One method that has been used to assess this possibility is the
inclusion of retained earnings in a consumption or savings equation. The
notion was that corporate source income, whether in the form of dividends
or retentions, should have the same effect on individual consumption be-
havior as other disposable income. For example, Feldstein (1973) found
that retentions had a coefficient about two-thirds the size of that on current
disposable income in a regression of consumption on these variables plus
lagged disposable income and the current unemployment rate. Column
(5.1) in Table 5 presents a reestimate of this equation for the currently
available sample period. (Because of a low Durbin-Watson statistic, we cor-
rect for first-order serial correlation.) As is evident from the new regression
results, the corporate retentions variable is now entirely insignificant, indi-
cating an instability in Feldstein’s estimated relationship. The retentions
variable is significant in a familiar alternative specification, presented in
column (5.2) which includes a lagged consumption rather than lagged in-
come in the regression. However, it is unclear why the coefficients of reten-
tions and disposable income should be the same, even if consumers are
completely rational. As discussed by Hall (1978), consumption should de-
pend on current variables such as disposable income, retentions and unem-
ployment only to the extent that they were previousl7 unpredictable. Thus,

~lndeed, one could argue further, following Barro (1974), that government deficits are of
no importance if they simply substitute for taxes, since the form in which resources are taken
from the private sector is not important. Like the Modigliani-Miller irrelevance proposition,
this result depends on the absence of distortionary taxation and the full rationality of private
agents.
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the coefficients of these variables in regression (5-2) represent the effects of
their innovations on current consumption. There is no reason to believe
that the coefficients of disposable income and retentions would be the
same, even if consumers don’t care whether they save or the corporations in
which they hold stock save. This is because the innovations in retentions re-
flect not only changes in corporate savings policy, holding future prospects
fixed, but also changes in future profitability. If corporations increase re-
tentions substantially, this may cause an increase in consumption because
business prospects have improved. Similarly, unexpected changes in dispos-
able income, and it is labor income with which we should be concerned
(Flavin 1981), will influence current consumption according to how perma-
nent such changes are expected to be. Unless we make strong and unwar-
ranted assumptions about the relationship between the stochastic processes
generating disposable income and retentions, we cannot give any structural
interpretation to the coefficients in equation (5-2).

Thus, it is difficult to test whether national saving can be increased
through greater business saving via consumer irrationality. Perhaps more
important, though, this is not the only reason why an increase in business
saving might have real effects. The tax system must be integrated into the
analysis, since it upsets the Modigliani-Miller results.

Table 5
The Life Cycle Hypothesis and Corporate Saving
(Quarterly, 1960:11 to 1982:1)

Dependent Variable: Consumption
Model

Independent Variable: (5.1) (5.2)
Intercept - 8.61 - 29.62

(- 0,25)                (- 1,68)

Disposable Income .61 .25
(1 o.79)                 (3,57)

Disposable Income (lagged) .28 --
(5.09)

Consumption (lagged) -- ,72
(9.46)

Household Net Worth .009 .007
(0.92) (1.27)

Corporate Retentions -,02 ,30
( - 0,10) (4,09)

Unemployment Rate -.45 2.11
( - 0.29)                 (2.59)

Autocorrelation Coefficient .87 .08
(15.51 ) (0.63)

~2 ,999 ,999

Source: National Income Account Definition~ of Consumption, Disposable Income and Cor-
porate Retentions (Earnings less Dividends), all in 1972 dollars. Household net
worth as constructed from Flow of Funds Data by Data Resources,
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IV. Taxes and Business Saving

The United States administers a "classical" corporate income tax, un-
der which corporations and their stockholders are taxed independently,
with stockholders being taxed only on dividends and capital gains actually
realized from share ownership, rather than on all corporate income. The
classical system of taxation has been abandoned by many European coun-
tries, who have switched to either partially or completely integrated tax sys-
tems (imputation systems). The logic behind taxing corporations as sepa-
rate entities is unclear. Whatever its foundation, it has distortionary effects
on the financial behavior of firms, and on their incentive to save and invest.

Just how the entire classical tax system does distort behavior has been
the subject of much debate and research in recent years. The effects of the
corporate tax alone were studied by Modigliani and Miller (1963), who
pointed out that the provision for interest deductibility, with no similar al-
lowance for dividends, provides an incentive for pure debt finance (and,
presumably, no business savings at all) at the margin. However, the situa-
tion is complicated considerably by the existence of personal taxes. The
two salient features of the personal tax system here are the progressivity of
its marginal rates and its differential treatment of personal income from
debt and equity. While interest payments are taxed fully, only dividends
are taxed at ordinary income rates. Through the 60 percent exclusion of
long-term capital gains, and the taxation of such gains only upon realiza-
tion (a tax that is forgiven if the gain is not realized before death), personal
income from corporate equity is favorably taxed. There are two alternative
views of how all of these taxes influence behavior, and they have very dif-
ferent implications for the effects of taxation on the incentives of corpora-
tions to save.

A. The Traditional View

The traditional view dictates that equity income is subject to double
taxation because earnings are taxed first at the corporate level, and then
through the tax on dividends. This double taxation may be lessened to the
extent that a firm returns some fraction of its earnings and distributes divi-
dends later, because then these earnings are compounded at the rate of re-
turn gross of personal tax; there is a deferral advantage.

Mathematically, if~- and O are the corporate and personal tax rate, c is
the accrual-equivalent of the capital gains tax, i is the after-tax rate of re-
turn required by shareholders, r is the rate of return on capital investments,
and p is the dividend payout rate, then the corporation’s decision to invest
up to the point where a dollar of investment yields just a dollar in present
value of after-tax equity income may be represented by the equation:

1 =f0e-i’((1 - O) [pr (1 - ~-) e~-p)’0-~)’] - c~t}dt
where bt is the change in the investment’s values at time t. Since

Vt : e(l-p)r(l-~)tVo : e(l-p)r(l ~-)t, 1)t : (1-p)r(1-’r)e0-~’0-~1.

(3)
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Thus, equation (3) yields as a solution for the required rate of return, r:

r --= i (4)
(1 -- ~-)[p(1 -- O) + (1 -- p)(1 -- c)]

That is, the effective tax rate on equity is ~- + (1 - ~-)[pO + (1 - p)c].
Since no such double taxation applies to debt, it is likely (though not cer-
tain) that debt finance will still be favored. However, various constraints on
firm leverage may limit the extent to which the debt advantage can be ex-
plored, so that the double taxation must be experienced on some corporate
source income.

It is very much in the spirit of this traditional view of the corporate tax
that many integration proposals of the past decade were put forward. For
example, some "partial integration" or "dividend relief" schemes, such as a
dividend paid or dividend received deduction, effectively would exempt
fi’om corporate taxation those earnings paid out as dividends. This would
change equation (4) to

r= i
[p(1 - O) + (1 -p)(1 - ~-)(1 - c)] (5)

bringing the tax treatment of equity closer to that of debt. Full integration,
or imputation of all corporate earnings to individuals, would result in a
symmetric treatment of the income from equity and debt. All such integra-
tion schemes have been viewed as a way of encouraging overall saving, be-
cause they would lower the tax rate on equity income. Their effect on the
breakdown between business and personal saving would be less clear. Pre-
sumably, with the discouragement of dividend distributions lessened, there
would be lower retentions and a smaller share of business saving.

B. The New View

While the foregoing view of equity taxation is appropriate for the case
where firms issue new shares and follow a pattern of fixed dividend payout,
it does not necessarily describe the way firms actually behave. Corporations
(excluding regulated utilities, to which special tax rules apply) rarely issue
new shares.6 As such, their equity source funds come from retentions, with
the key difference being that retentions cause an immediate reduction in
the dividend taxes suffered by stockholders. Equation (3) becomes:

(1 -- O) = 0fe-i’{(1 - O)[pr(1 - ~’)e (~-t,),’(l ~),] _ c)t)dt
which (see Auerbach 1979b) for a detailed derivation) yields:

r= i
(1 - ~)(1 - c)

(6)

(7)

The taxation of equity income depends neither on the dividend tax nor the
payout rate. Another, related implication is that the value of"Tobin’s q," or

6See Auerbach (1981) for relevant statistics.
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the increase in equity value per dollar of new installed capital, is (1 - O/
1 - c), rather than 1. These two results are really part of the same out-
come. When a firm can finance through retentions, it will do so as long as it
can increase shareholder wealth after tax. Since reinvestment avoids the
dividend tax, substituting for it a lighter capital gains tax on the increase in
share value, the firm needn’t increase share valued by the full amount of
the retention, but only (1 - O/t - c) times this amount.7 In equilibrium
this margin is arbitraged by the firm, so there can be no benefit to the
stockholder from a change in the firm’s payout rate.

A corollary of this "capitalization" result is that equity only suffers
double taxation to the extent of the very low capital gains tax. Moreover,
since the dividend tax itself appears nowhere in the expression for the cost
of capital, (7), a cut in the dividend tax would have no direct impact on the
incentive to retain and invest. In fact, since the after-tax discount rate, i, is
likely to rise with a general cut in personal taxes (because taxation of alter-
native forms of investment income would be lower) it would lead to a rise in
the equity cost of capital. The important finding, though, is that the tax on
distributions, rather than all income, has no effect at all on the incentive for
businesses to invest (Bradford 1981). But because the long-run value of q is
(1 - O/1 - c), a reduction in the tax on distributions would lead to a
windfall gain to holders of corporate equity. Thus, any proposal that would
provide "dividend relief" would be ill-advised as an incentive for capital
formation. On the other hand, a reduction in the rate of corporate taxation
would encourage equity investment and, presumably, investment overall.

C. Evidence on the Competing Views

The major difference between the "old" and "new" views of how eq-
uity is taxed lies in the assumed margin of finance for new investment. Un-
der the old view, dividends are fixed and new investment is financed by the
issuance of new shares. Under the new view, changes in dividends provide
needed equity capital.

There are obvious problems with each of these hypotheses. As men-
tioned above, firms infrequently resort to the issuance of new shares. On
the other hand, the dividend behavior of firms is very stable (see Brittain
1966). A realistic compromise between these two extreme views of the
world would be the hypothesis that firms "normally" obtain their equity
funds through retentions, but cannot vary their dividends substantially in
the short run. Therefore, when large amounts of funds are required, they
must issue new shares. This type of model is a hybrid of two extreme views
of equity policy, since firms can find themselves either in a "retentions" re-
gime or a "new shares" regime, with the values of Tobin’s q and the cost of
capital in the two regimes corresponding to those formulated above for
each of the two hypotheses. This hypothesis was tested by Auerbach (1982b)
with a 20-year panel of 274 firms, using a model which relates ex post earn-

7if a dollar of dividends is foregone, the stockholder loses (1 - O) dollars after-tax. If eq-
uity increases in value by q, his after tax gain is q(l -- c), given the way we have defined c.
Thus, they are equal when q = (1 - O)/(1 - c).
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ings to previous financial and investment decisions. The empirical results
strongly support the following conclusions:

(1) Firms face a higher cost of capital when they issue new shares than
when they do not; and

(2) Firms held by investors in higher tax brackets face a lower cost of
capital when investing through retentions.

These findings suggest that firms behave as predicted by the "new" view of
the corporate tax, except when they are constrained in their dividend pol-
icy and must issue more expensive new equity to finance their investments.
In particular, the declining cost of equity capital with the increase in share-
holder tax rates is consistent with expression (7), since the after personal
tax required return, i, would presumably be negatively related to the per-
sonal tax rate (and the capital gains tax rate is relatively unimportant).

Perhaps the most important implication of this evidence is that per-
sonal savings incentives, such as the recently liberalized Individual Retire-
ment Accounts, are likely to discourage business savings through equity-
financed investment because the effective rate of taxation of personal inter-
est income is reduced more than that of equity income. Moreover, that part
of any tax reduction that applies to dividend income, as opposed to interest
income, is basically a lump sum transfer to the holders of corporate equity.
Only with respect to equity finance through new shares does such a tax in-
centive have the desired effect. In recognition of this fact, one recent alter-
native proposal for corporate and personal tax integration in the United
States (American Law Institute 1982) would have allowed a dividends paid
deduction against corporate taxes only to the extent that dividends are as-
sociated with newly issued equity: integration for new equity only. Interest-
ingly, almost the identical scheme is currently in place in Sweden8 which,
like the United States, still has a classical corporation tax. Referred to as
the Annell deduction, it allows corporations to deduct against current prof-
its dividends on newly issued shares for a period of up to 20 years, with the
sum of deductions not exceeding the amount raised and no more than 10
percent of the amount deductible in any year. Other countries, such as the
United Kingdom, have gone to a full imputation system.

V. Transitional Differences among Savings Incentives

The foregoing analysis suggests that personal savings incentives, such
as a reduction in the rate of dividend taxation, and business incentives,
such as a corporate rate reduction, may differ markedly in their effects on
investment. These differences arise from the distortions caused by the clas-
sical system of taxing corporations separately from their shareholders. A
second way in which business and household savings incentives have dif-
fered in practice is in the transition from old to new tax treatment. Business
incentives typically have been narrower in scope, in terms of focusing on
new investment, than have personal incentives. While this difference in

8See King et al (1982) for a detailed discussion.
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scope is not necessary in theory, political reasons may explain why it has
been in practice. As we shall discuss, most savings incentives have impor-
tant distributional effects as well as their intended efficiency effects. Incen-
tives that focus only on new assets harm members of older generations.
Though this is true regardless of whether households or businesses are the
direct recipients of the tax incentives, the connection is much clearer when
it is the former.

In this section, we compare these two types of incentives theoretically,
give examples of their use, and present the results of simulation experi-
ments that demonstrate how important such transitional differences can
be. Since there is no theoretical importance whether the tax incentive is
given to households or businesses, we analyze the former case.

Consider an individual who lives for two periods, receives labor in-
come in the first period, and consumes in both periods, saving out of labor
income to consume in the second. This individual’s budget constraint is:

e2 = (1 + r)(wL - c0 (8)

where ca is consumption in period 1, L is labor supply, and w and r are the
wage and interest rate. With taxes Or on capital income and Ow on wage in-
come, the net returns to capital and labor are r(1 - O,.) and w(1 - Ow),
respectively. Thus, the budget constraint may be written:

1     c~ +              1             c2 = L               (9)
w(1 -O,~)    w(1 - Ow)(1 ÷r(1 --Or))

We may think of P~ = l/w(1 - O,~) as the price, in labor units, of first-
period consumption, and P~ = l/w(1 - O,~)(1 + r(1 - Or)) as the price of
second-period consumption. Since P2/PI = 1/1 + r(1 - Or), a capital in-
come tax has the effect of raising the price of future consumption (Feld-
stein 1978). This disincentive could be removed in two structurally equiva-
lent ways. Either capital income taxes could be removed, or both capital
and labor income taxes could be removed and replaced with a consumption
tax Oc. These alternative regimes would yield the following budget
constraints:9

1     c~ + 1 c2 = L (10.a)
w(1 -- O,~) w(1 -- O,~)(1 + r)

1     ca + 1 c2 = L (10.b)
w(1 -Oc) w(1 -O~)(1 ÷r)

There is no difference ifOw = 0~, in which case the present of tax revenues
is also the same.

However, consumption and wage taxes differ in the timing of their col-
lections. This means that a government wishing to spend all its revenues in
the first period must run a deficit under a consumption tax regime, and pay
the deficit back with second period tax revenues. Again, this involves no

9The consumption tax here is defined with respect to the tax inclusive base; that is, Oc is
the fraction of gross expenditures on consumption collected in taxes.
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real distinction, but government does a greater fraction of national saving
under the wage tax than under the consumption tax.

Once we consider the actual context in which such tax changes occur,
however, real differences between wage taxes and consumption ~axes are
introduced by constraints on government behavior. Exact equivalence of
the two systems would generally require the capacity to tax different gener-
ations at different rates, and to use debt policy. If government is con-
strained to impose uniform tax rates (or at least a uniform progressive rate
schedule) and cannot borrow, the timing differences in tax collections lead
to real differences both in the transition and in the long run under the al-
ternative tax regimes. This is most easily seen by comparing the differential
impact on retired individuals, who will pay no taxes under a labor income
tax, but will face an increased tax burden under a consumption tax. As a
result they will be far worse off under a consumption tax, and this added
tax revenue will enable the government to impose a lower lifetime tax bur-
den on future generations. Of equal importance, the consumption tax will
in this context be more efficient than a wage tax, because these taxes on the
elderly are essentially lump sum in nature.

These conclusions may be illustrated by comparing the results of simu-
lations presented by Auerbach, Kotlikoff and Skinner (1983) of immediate
transitions from a proportional income tax to a proportional consumption
tax and to a proportional wage tax. The simulations are based on a dy-
namic, one sector general equilibrium model, which in any year is com-
posed of 55 overlapping generations of individuals (each of whom may be
thought of as adults who exist from age 21 to age 75) who make lifetime la-
bor supply, retirement, and consumption decisions subject to perfect fore-
sight. Preferences are described by an intertemporally separable, nested
CES utility function in consumption and leisure, with preference parame-
ters based on relevant empirical studies. Production is assumed to obey a
Cobb-Douglas function in capital and labor. From the initial steady state,
in which there is a proportional 30 percent income tax, the simulations
trace out the path of the economy under an immediate switch to the new
tax regime. Summary statistics of the long-run and short-run effects are
given in Table 6. In the long run, under a consumption tax, the tax rate
needed to maintain a balanced budget is only 28.29 percent, even though
the tax base now excludes saving. This lower tax rate is associated with a
higher level of utility. Expressed in terms of units of lifetime labor endow-
ment, individuals in the long run are 6.28 percent wealthier than under the
income tax. Under a wage tax, the long-run tax rate is 41.13 percent, and
long-run welfare is reduced by 3.46 percent. These differences in long-run
outcomes of transitions to structurally identical tax regimes is reflected in
the differential impact on transition generations. Older individuals fare
worse under a consumption tax; those aged 55 at the time of transition suf-
fer a welfare loss of .65 percent of their full lifetime resources, and a much
larger fraction of resources remaining. Under a wage tax, this same cohort
gains .44 percent of lifetime resources. The fate of those aged 25 at the time
of the transition is reversed, with a gain under the consumption tax and a
loss under a wage tax.
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Even when distributional effects are neutralized, the broader coverage
of the consumption tax base to include consumption out of assets already
in existence makes it a more efficient tax. With intergenerational redistrib-
utive effects neutralized by lump sum transfers and taxes that hold all pre-
existing cohorts at the status quo level of utility and raise the utility of post-
change generations by the same amount, there remains a sustainable 1.73
percent welfare gain under the consumption tax, but at 2.33 percent loss
under the wage tax. This very large difference occurs because although the
tax systems are structurally the same, their transitional impacts are not.

Table 6
Simulation Results: Welfare Effects of Consumption and Wage Taxes

Tax Regime
Consumption            Wages

Long Run:
Tax Rate (%) 28.29 41.13
Welfare Change (%) 6.28 -3.46

Transition Welfare Change (%)
Age = 25 1.19 -2.61
Age = 55 -0.65 0.44

Efficiency Gain (%) 1.73 - 2.33

Source: Auerbach, Kotlikoff and Skinner (1981).

In a richer model, further differences arise between consumption and
wage taxes that make the consumption tax more efficient. One that is of
particular relevance here is the treatment of pure economic rentsJ° Under
a regular income tax, such rents would be taxed, but this would not be true
under a wage tax. However, since the present value of consumption for an
individual would, in this case, equal the present value of wages plus rent, a
consumption tax would hit such rents.

If one turns to the real world, there is less evidence of a "bang" transi-
tion to a consumption or wage tax than a "whimpering" erosion of the per-
sonal capital income tax base. In practice all savings incentives enacted re-
cently have had the salient characteristic of the wage tax ~of lowering the
tax on income from existing assets. Some, such as the All-Savers’ Certifi-
cates, followed the wage tax approach of a direct reduction in the tax rate
on capital income. Others, such as the extension of access to Individual Re-
tirement Accounts, followed the consumption tax approach of allowing a
deduction for saving rather than a tax exemption for interest income. How-
ever, this differs from the consumption tax as simulated in that individuals
face a tax in withdrawals from an IRA for consumption purposes only to
the extent that they already have received a deduction for previous contri-
butions made. The analogy to the simulated transition would be the decla-
ration by the government that all existing assets are already in an IRA.

Put this way, it is hard to imagine the government ever enacting such
legislation. But most of the investment incentives introduced over the past
three decades have had this very characteristic of lowering the tax rate on
income from new investment while penalizing the holders of existing assets.

~°See Helpman and Sadka (1982).
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This is true of the investment tax credit enacted in 1962 and raised in 1975,
and of the accelerated depreciation provisions of 1954, 1971, and 1981.
Only the corporate tax rate cuts of 1964 and 1978 followed wage tax
treatment.

This relationship is most easily seen if we consider the most extreme
case of accelerated depreciation, immediate expensing of new investments.
As is well known since the work of Brown (1948), expensing is neutral un-
der an income tax, because the tax contributes the same fraction to an as-
set’s cost that it withdraws from its quasirents. It is simply a tax on pure
rent. The government may be thought of as a partner in the enterprise, but
there is no effective tax rate on capital income. But this is precisely how
saving is treated under a consumption tax: a deduction of accumulation fol-
lowed by a tax on withdrawals?~ Similarly, consumption out of existing as-
sets is taxed, although in a more indirect fashion. If old assets do not qual-
ify for expensing, they are worth less than they otherwise would have been,
by the value of the tax deduction that new assets receive. If we assume a
constant production cost for new capital, then holders of old assets realize a
capital loss equal to the tax rate times the asset replacement value when
they sell the assets in order to consume--precisely as they would if they re-
ceived the full price for the asset and then had to pay a consumption tax.
Like expensing, the introduction of accelerated depreciatiofi or investment
tax credits on new investment lowers the tax rate on new investment and
induces a capital loss on existing assets. This could be avoided if, as with
the Individual Retirement Accounts, all capital, whether new or existing,
qualified for the new provisions. However, in contrast to personal savings
incentives, this is typically proscribed. For example, the provisions of the
Economic Recovery Tax Act dealing with the Accelerated Cost Recovery
System expressly forbid the use of the new capital recovery schedules for
assets purchased before January 1, 1981.12

This characteristic of business investment incentives is simply a differ-
ent way of expressing more familiar arguments about the superior "bang
for the buck" that capital incentives such as accelerated depreciation and
investment credits have relative to corporate rate reductions. The latter ap-
ply to income from existing capital and pure economic rents, whereas the
former do not. That such an argument should be so readily accepted at the
business level but not at the personal level is somewhat distressing, but not
difficult to understand in light of the common practice in tax legislation de-
bates of distinguishing between "business" and "people" as if the two were
not related in some fundamental way. However, given that such targeted
savings incentives seem feasible only at the business level, this constitutes a
strong efficiency argument in favor of business incentives.

~Although all quasirents are taxed with expensing, new investment out of such rents re-
ceives a new deduction, so only the net withdrawals are taxed.

~2While one could qualify for the new treatment by buying a used asset after the effective
date, there would normally not be a pure tax gain from engaging in such a transaction, due to
the existing recapture provisions. See Auerbach (1982a) for further discussion.
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VI. ACRS and Beyond

Recently, the Accelerated Cost Recovery System has undergone its
first facelift in the Tax Equity and Fiscal Responsibility Act of 1982; it is a
safe bet that more will soon follow. As many analysts have pointed out,13
the combination of the investment tax credit and fast write-off is more gen-
erous than expensing for equipment in the three- and five-year recovery
classes. Revenue projections suggest a continued drop in corporate tax col-
lections as a fraction of government tax collections. The trend since 1965 is
shown in Table 7.

The provisions of ACRS have strained the corporate tax system. The
most obvious manifestation of this is the rise and fall of tax leasing over the
past year. Leasing was introduced because the combination of low effective
tax rates in general and large immediate deductions and credits meant that
many firms, particularly those with high growth rates, would end the year
with negative taxable income. Because the tax system allows only a limited
carry back (three years) and carry forward (15 years now, but still without
any accrued interest), such companies would face the prospect, without
leasing, of not being able to avail themselves of the benefits accorded firms
with taxable income. Leasing was liberalized to provide a paper transac-
tion whereby such unused tax losses could be transferred between compa-
nies. While there are a number of problems with the way these transfers
have been accomplished under leasing,~4 there is nothing inherently bad
about having such transfers. Certainly, the reduction in leasing activity that
will come from the current tax legislation makes little sense from an eco-
nomic perspective.

As a tool for stimulating business investment, ACRS has the above-
mentioned advantage of being available only on new business investment.
However, it has a number of disadvantages, aside from the difficulties faced
by firms with tax losses. First of all, as with other recent tax changes such
as the capital gains tax reduction of 1978, much of the argument in favor of
ACRS was couched in terms of the need to offset inflation’s effect on the
value of depreciation allowances. However, though it more than offset this
loss in present value of depreciation allowances, it did not alter the fact that
even the current depreciation schedule still is based on historic cost and
hence subject to fluctuations in value depending on the rate of inflation.
Furthermore, through the simple system of three main depreciation classes,
ACRS has given assets with very different economic lifetimes the same tax
depreciation pattern. This has led to a great variation in effective rates of
tax across assets as well as across industries according to capital stock com-
position.~5 In turn, this differential taxation can be expected to lead to a
misallocation of business capital, causing an entirely unnecessary dead-
weight loss.

Alternatives to ACRS that suffer neither from this sensitivity to infla-
tion nor the differential asset taxation include indexed economic depreci-

~See, for example, Auerbach (1982a).
~4See Warren and Auerbach (1982) for a detailed analysis.
~See the Economic Report of the President (1982), Chapter 5 for relevant calculations.



96 SAVING AND GOVERNMENT POLICY

ation or its present value equivalent (Auerbach and Jorgenson 1980)i each
of which, by restoring a true income tax, would result in an effective tax
rate of 46 percent on all capital investments. Neutrality at a zero rate of tax
would occur under e,xpensing, and any intermediate rate of tax could be
achieved through a linear combination of expensing and first-year present
value economic depreciation. For an equity-financed asset that decays ex-
ponentially at rate 6, the user cost of capital to which the gross marginal
product will be set equals:16

c=q(o +6)(1 -k -~z)/(1 -~) (11)

where q is the relative price of capital in terms of output, 0 is the firm’s real,
after-corporate tax discount rate, k is the rate of investment tax credit, and
z is the present value of depreciation allowances. Since the gross-of-tax in-

Table 7
Corporate Tax Revenues 1965-1987

(billions of current dollars)
(1) (2) (3)

Corporate Tax Federal Budget
Fiscal Year Revenues Receipts % (2) of (3)

Actual~
1965 25.5 116.8 21.8
1966 30.1 130.9 23.0
1967 34.0 149.6 22.7
1968 28,7 153.7 18.7
1969 36.7 187.8 19.5
1970 32.8 193.7 16.9
1971 26.8 1 88.4 14,2
1972 32.2 207,3 15,5
1973 36.2 230.8 15.7
1974 38,6 263.2 14.7
1975 40.6 279,1 14.6
1976 41.4 298.1 13.9
1977 54.9 355,6 15.4
1978 60.0 399.6 15.0
1979 65.7 463.3 14.2
1980 64.6 517.1 12.5
1981 61,1 599.3 10.2

Estimated~’:’
1982 50 631 7,9
1983 51 652 7.8
1984 62 701 8.8
1985 63 763 8.3
1986 64 818 7.8
1987 73 882 8,3

’~Source:Econom~ Report ofthe Pres~ent, various years.
’:’ ’:’Source: Congressional Budget Office (1982), These projections now understate expected
revenue because of the recently passed Tax Equity and Fiscal Responsibility Act of 1982.
The Senate Finance Committee Report on the bill projects (on page 101 ) that its change will
increase tax receipts by $42.3 billion in 1987 and by smaller amounts in the intervening
years.

~6The analysis follows Auerbach (1979a).
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ternal rate of return on such an asset is (c/q - 6) and real required return
is t), the effective tax rate may be expressed as:

(c _ 6) - p
4= ~ (12)

Since economic depreciation would yield a present value of depreciation al-
lowances of z = 6/0 ÷ 6, a system with no investment tax credit and a
single, first-year depreciation deduction of a(6/p + 6) + (1 - a) would
yield an effective tax rate of a-r for each asset, where "r (currently .46) is the
statutory corporate rate.

This analysis assumes equity financed investment. Given the coexis-
tence of debt and equity finance, it is hard to know how to measure effec-
tive tax rates. Presumably, firms each choose some optimal debt-equity ra-
tio, but this decision is separable from the investment decision only under
restricted circumstances. If, for example, a firm’s "debt capacity" increases
more with investment in safe, easily identified (and, potentially, easily at-
tached) capital goods, the tax advantage of debt finance may be greater for
such goods and their effective tax rate overstated, at least relative to other
assets. While little concrete evidence for this viewpoint is available, it
would, if correct, imply that the tax disadvantage of structures under
ACRS might have been overstated.

Given the low current rate of corporate taxation, and all of the prob-
lems that still remain, some have suggested that the corporate income tax
should be repealed. This certainly would remove the distortions of the cor-
porate tax. However, particularly for assets that currently receive the
equivalent of expensing, this would result in a perverse reversal of the type
of "consumption-tax capitalization" discussed above.

Consider again the simple case in which investments are expensed un-
der the income tax, and imagine a transition to a situation with no income
tax: in the previous context, a transition from a consumption tax regime to
a wage tax regime. Assets that had received a deduction upon investment
would now escape taxation of their quasirents, along with new assets not
permitted expensing. Since old and new assets no longer would differ in
their prospective depreciation allowances, they would sell for the same
price, with a resulting instantaneous windfall gain for holders of previously
discounted old capital. The net effect would be a lump sum transfer to hold-
ers of existing capital.

Naturally, the current situation is more complicated than one of
simple expensing, but this argument suggests that it is expensing toward
which we should move, rather than abolition. Full equivalence at the mar-
gin with a zero corporate tax would be provided by extending the same
treatment to financial assets: "expensing" net nominal purchases, and con-
tinuing to include interest payments in income. For the typical non financial
corpor.ati0n, this provision would represent an increase in present value tax
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liabilities. The result would be a corporate version of the personal con-
sumption tax. That is, if the firm’s annual pre-tax cash flow is:

f = X - I + zXB -- iB (13)

where X is the gross return to previous investments, I is current gross in-
vestment, AB is new debt issues, and iB is interest payments, a corporate
tax at rate ~- with interest deductibility and immediate expensing of invest-
ment less new borrowing would yield an after-tax cash flow of (1 - ~’)f As
with the individual, the corporation is taxed on its cash flow which, in-thi~
case, represents stockholder dividends. Under the "new" view of the corpo~-
rate tax described above, this is equivalent to a nondistortionary tax on dis)
tributions. This method of transition to a zero tax rate at the corporate
level, as part of the move to a consumption tax, was suggested for. the
United Kingdom by the Meade Committee (Institute for Fiscal Studies
1978).17

While such a system would increase the present value of corporate
taxes collected,18 it probably would decrease them in the short run because
of the change in the timing of the tax payments. Rough static calculations
suggest it would be three or four years before the new tax system would
raise more revenue than ACRS.

A remaining problem that must be addressed is that of tax losses. Un-
less the corporate tax is eliminated, there will remain a number of compa-
nies with unusable tax credits and deductions. Were there refundability,
leasing would be unnecessary. However, moves to make even the investment
tax credit refundable have met considerable resistance in Congress, and
now leasing is being scaled back. The current system of loss carry-forwards
has two effects. Since losses carried forward do not accrue interest, and can
expire unused, firms possessing them obtain a lower present value of tax
deductions than they would under a full loss-offset. However, because of the
fact that such deductions lose value over time, the firm has an incentive to
overinvest in activities that will generate taxable income against which the
losses can be used. In the extreme case, with some carry-forwards expiring
unused, they represent free goods with a zero shadow price. The result may
be that firms with accrued losses are at a competitive advantage relative to
taxable firms. In this light, proposals to allow carry-forwards to be taken
with interest are a mixed blessing. While they will remove the incentive for
firms to speed up the use of carry-forwards, they will also increase the like-
lihood of some of the carry-forward expiring unused. One proposal that
deals with this problem (Auerbach 1982a) would give firms a choice of car-
rying losses forward with interest or taking a current lump sum payment,
the latter sufficiently discounted so that it would only appeal to firms not ex-
pecting to utilize the carry forwards in the future.

~TThe United Kingdom currently has an integrated tax system, expensing of equipment
and interest deductibility at the corporate level. See King et al (1982) for further discussion.

~SCalculations in Auerbach (1982a) show that under current law, effective taxation is neg-
ative at the margin, taking account of the deduction of interest.
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VI. Conclusions

This paper has focused on structural issues related to business saving,
rather than on empirical evidence concerning what we can expect specific
savings incentives to do to capital formation. This emphasis is necessary,
because it is only institutional aspects of the tax system and the political
process that make business saving an important concept distinct from a
broader measure of national saving. In the absence of such "imperfections"
in the competitive process, business saving is simply an accounting concept.

Because of inflation, even the definition of business saving is uncertain,
though it appears to have followed the downward trend characterizing per-
sonal saving in the United States in recent years. There is some evidence
that corporate savings policy accounts for the fact that earnings are meas-
ured with error. It is difficult to evaluate the proposition that savings can be
increased by taking advantage of shareholder ignorance of firm decisions,
but the existence of a classical corporation tax in the United States means
that the overall incentive to save does depend on whether the savings is
done by businesses, through retentions, or households, through the pur-
chase of new corporate securities. Another institutional difference between
business and personal savings incentives lies in the political difficulty of in-
troducing targeted incentives at the personal level that induce losses in the
value of existing assets. Such incentives are the rule at the business level,
and are much more efficient in their effects.

The Accelerated Cost Recovery System has not dealt adequately with
the distortions imposed by the corporate tax, and it has made more acute
the problems caused by the tax system’s lack of a full loss offset. However,
solutions to these problems exist that do not require the abolition of the
corporate tax.

Finally, one should keep in mind that the best designed business sav-
ings incentives can only aid in producing a climate hospitable to increased
business investment. Despite the negative tax rates of ACRS, fixed nonresi-
dential investment has been lower in real over the first half of 1982 than it
was during 1981. Recent levels of real interest rates and capacity utilization
probably will dominate any tax incentives that one can reasonably envision.
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Martin Neil Baily*

Alan Auerbach has made important contributions to our understand-
ing of the effects of corporate taxation and in this paper he brings together
some of the results that he and others have formulated. He discusses the in-
teractions between business and household saving decisions and analyzes
policies to promote business saving and investment.

Auerbach starts by asking how much the identity of the saver matters.
If businesses save more, will consumers simply save less? He points out that
an assessment of the relative contributions to saving of businesses and
households requires a careful accounting of capital gains and losses. In par-
ticular, inflation has redistributed wealth from lenders to borrowers. It
would have been helpful had he given a complete calculation with all the
capital gains and losses accounted for. He then goes on to estimate simple
dividend equations and consumption functions and he argues that empiri-
cal relations of this kind cannot resolve the question of whether or not
households will offset changes in business saving. That may well be true,
but this section of the paper did not satisfy me that the issue had been fully
explored.

Auerbach then turns to a comparison of the new versus the old view of
business taxation. The old view says (more or less) that a dollar is a dollar.
At one end of the system there are the factories. At the other end are the
people who put up the money to buy the factories and they control what
happens. The government levies various tolls on the income stream gener-
ated by the factories. If all the tolls are added up, this is the total tax bur-
den on capital. The gap between the pre- and post-tax rates of return is
substantial and the conclusion is often drawn that capital formation must
be reduced by this gap, on the principle that the more heavily an activity is
taxed, the less we do of it.

There are plenty of controversial issues that come up with this old
view. How are property and sales taxes treated? Are capital gains taxes be-
ing overstated, since the stock market has performed poorly? But the bot-
tom line, even with conservative assumptions, is still that capital pays a
pretty high rate of tax.

The new view of corporate taxation has provided a fascinating alterna-
tive perspective. It argues that there are very big differences among types
of taxes. In particular, there is a sharp contrast between the effect of corpo-
rate income taxation and dividend taxation. Because a dividend tax falls on
payouts but not on retentions, it does not discourage investment even
though it does depress the corporation’s market value. This is a striking re-
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suit and has the implication that a cut in personal income taxes may ac-
tually depress business investment, because it increases the relative attrac-
tiveness of alternative assets.

My first comment on the new view is that it is not entirely new. I recall
learning as an undergraduate that dividend taxes could encourage reten-
tions and investment compared with an equivalent corporate income tax.
Second, I have some misgivings about at least the purest forms of the new
view. Very striking results are obtained from the models by severely re-
stricting the options open to firms. At any moment in time a firm has a
portfolio of assets and liabilities and presumably adjusts this portfolio in
order to maintain equilibrium, allowing both for risk and rate of return.
The new models typically constrain the firm so that it cannot issue new
shares or change its share of debt financing. This type of constraint is only
valid if the firm is at a boundary solution with respect to certain choices.
That is hard to justify, because a firm could always buy bonds if it did not
wish to sell them (many firms do that), it could buy up old shares if it did
not wish to sell new shares.

This is not to say that there is a complete and realistic alternative
model of corporate behavior with conclusions different from Auerbach’s.
There remain puzzles to be understood, particularly the questions of why
corporations pay dividends and why they pay "voluntary" taxes on inven-
tory profits. But the point I am making is that simple deterministic models
of corporate behavior that impose fairly arbitrary constraints can be, at
most, only suggestive guides to tax policy. There is one way to test how im-
portant the new view really is. It implies very large effects of tax rate
changes on the stock market. If we do not observe those changes actually
occurring, then the models are in doubt. My own bottom-line on the new
view/old view debate is that probably a corporate income tax depresses in-
vestment more than a dividend tax, but I would be surprised if a dividend
tax has no effect on investment. Think about a 100 percent tax rate.

Finally, I want to leave aside the Auerbach paper and comment briefly
on the life-cycle model of savings that is the centerpiece of this conference.
This model in an appropriately general form is surely a good framework
for analyzing saving behavior. But it cannot explain the behavior of impor-
tant fractions of the population. Studies of individual families nearing re-
tirement show many with very low assets and no pensions. Their consump-
tion path falls sharply as they retire and often declines further over time.
Many people are somewhat irrational in their saving and consumption de-
cisions. They are myopic about the future and regret decisions they made
when they were younger. These families save less than the life-cycle model
predicts--a fact we recognize as a society, because we have a compulsory
social security system.

There are people, however, who save more than the life-cycle model
would predict. The entrepreneur who works 15 hours a day seven days a
week piling up $10, $20, or $100 million is not saving for retirement either.
Nor is it plausible that the utility of children and grandchildren is driving
such people. Wealth represents success, status and power and these are
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what motivate the small fraction of the population who accumulate very
large fortunes.

These doubts about the validity of the intertemporal maximizing
model make me pragmatic about policies towards economic growth. An
economy with real growth works much better in many ways than a stagnant
economy. Social decisions about how much to spend on defense and on the
elderly or the very poor are easier when the economic pie is growing. As the
economy recovers from the current recession I hope we will devote more
resources not only to new plant and equipment, but also to the develop-
ment of new technologies and products.



Discussion

Robert Eisner*

Events and correctly observed and measured facts and figures have a
way of catching up with conventional wisdom and dogma. And so it is with
the measurement and encouragement of business saving--and investment.

Measurement of Saving

We have long heard that business and national saving and business in-
vestment were unduly low. In the past decade, certain economists have
brought considerable attention to the charge that our tax system, particu-
larly in its interaction with inflation, has seriously discouraged saving and
investment, with sharply adverse effects on productivity and economic
growth. New saving and investment incentives were urged to counteract
these alleged effects.

A climax, and perhaps a critical turning point, was reached with
enactment of the so-called Economic Recovery Act of 1981. This enactment
was followed shortly by the onset of the most severe economic recession
since the Great Depression of the 30s, anticipation of large, long-run fed-
eral budget deficits, and a significant decline in the rate of real business in-
vestment that it was intended to encourage.

Alan Auerbach cannot be held responsible for the fate that has be-
fallen us. He was and is among those who inveighed sharply and loudly
against the key Accelerated Cost Recovery System of the Tax Act of 1981.
His current paper repeats early arguments against ACRS and in favor of
various alternatives. It also offers a thoughtful and illuminating discussion
of the role of business saving under our current tax system,.as well as the
likely impact of various tax innovations.

A first question we should face is just how low business saving, total
private saving, and business investment really have been. As for the last, re-
visions of the Bureau of Economic Analysis national income and product
accounts now make clear that, except for the current recession, the share of
gross national product going into business investment, as shown in Table 1,
has been at record highs. And now the most recent revisions in the accounts
offer a sharp correction to saving figures presented by Auerbach in the first
line of his paper. On the basis of data of a few months ago, Auerbach re-
ports 1981 personal saving in the United States as $106 billion, or 4.4 per-
cent of personal income. The new BEA numbers (as in the Survey of Cur-
rent Business, July 1982) place personal saving at $130.2 billion, or 5.4
percent of personal income. BEA net private saving for 1981 is now put at
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Table 1
NIPA Measures of Gross and Net Investment

(1) (2) (3) (4)
Gross Private Net Private Nonresidential

Fixed Investment Fixed Investment Fixed Investment
Years as Percent of GNP as Percent of NNP as Percent of GNP

1962-66 14.5 6.8
1967-71 14,4 6.4
1972-76 14,9 5.8
1977-81 16.1 6.0

1976 14.3 10.1
1 977 15.7 6.1 10.7
1978 16.7 7.1 11.5
1979 16.9 7.1 12.0
1980 15.7 5.1 11.7
1981 15.4 4.6 11.8
1982-II 14.7 3.4 11.6

Source: Survey of Current Business, July 1982, particularly p. 17, Table 17.

6.7 percent of net national product instead of the 6.0 percent reported by
Auerbach. We may reflect that these revisions in the measures may well ex-
ceed changes in saving likely to be induced by most tax incentives.

It has become commonplace to correct business profits and saving fig-
ures with capital consumption and inventory valuation adjustments. Auer-
bach wisely adds measures of the inflation gain on the net debt. In recent
years these inflation gains have equalled in magnitude or exceeded conven-
tionally reported profits after taxes with capital consumption and inven-
tory valuation adjustments. Two other significant adjustments or correc-
tions may well be in order, however. First, there is one which Auerbach
mentions but does not incorporate, that is the gains on business net debt re-
sulting from increases in interest rates. These have been substantial in re-
cent years.1

Auerbach like many others, however, apparently accepts at face value
the critical capital consumption adjustments which have so much to do
with the low business net saving and investment figures. He reports that,
"net corporate saving, as defined by undistributed profits net of economic
depreciation, was 49.5 billion dollars" in 1981. The new, revised figure of-
fered by the Bureau of Economic Analysis is indeed only $44.4 billion. But
that net figure results from a capital consumption adjustment which in-
cludes a component of a minus $79.7 billion estimate of the adjustment to
replacement cost. This is in turn calculated from the price deflators for
investment.

Here it is wise to take a critical second look. In particular, the price
deflator for business fixed investment, reflecting the deflators for structures,
is remarkably high. Acceptance of recent increases in the price deflators for
structures implies a sharp fall in the absolute level of productivity in con-

~Cf. Eisner and Pieper (1982), regarding government debt.
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struction, not merely its rate of growth. Knowledgeable specialists question
the accuracy of construction price indices and, consequently, the implicit
price deflator for structures. From 1974 to 1981, the implicit price deflator
for nonresidential producers’ durable equipment rose 64.5 percent, from
109.3 to 179.8. Over the same period the price deflator for nonresidential
structures rose 96.2 percent, from 128.2 to 251.5. By my rough, conservative
calculations, indicated in Table 2, if we presume that the deflators for
structures and all nonresidential investment should only have risen by the
same amount as that for producers’ durable equipment, the adjustment-to-
replacement cost component of the capital consumption adjustment would
be reduced in absolute value by $10.6 billion. This in turn would raise un-
distributed profits with adjustments by 24 percent, from $44.4 billion to
$55.0 billion, and raise business saving correspondingly. And work by my
colleague, Robert J. Gordon, on measurement of productivity growth and
price indices for capital goods implies that much greater revisions would be
in order.

Auerbach suggests that the upward correction of business saving
stemming from inclusion of the inflation gain on net debt is offset by the

Table 2
Corporate Capital Consumption Allowances and Adjustment to Replacement
Cost, 1981

Percent or
Billions

of Dollars

A. NIPA capital consumption allowances, corporations
B. Less: Adjustment of capital consumption allowances to

consistent accounting at historical cost
C. Capital consumption allowances with adjustment to

consistent accounting at historical cost
D. Less: NIPA adjustment to current replacement cost
E. Capital consumption allowances with NIPA capital

consumption adjustments
F. Relative replacement cost adjustment (-D/C)
G. Change in nonresidential investment implicit price

deflator, 1974-81
H. Change in nonresidential producers’ durable equipment

implicit price deflator, 1974 81
I. Change in nonresidential structures implicit price

deflator, 1974 81
J. Revised relative replacement cos~\adjustment (H/G ¯ F)
K. Revised adjustment to replacement,~cost (-J, C)
L. Revised capital consumption allowances with adjustments

(E + O - K)
M, Undistributed corporate profits with adjustments
N. Revised undistributed corporate profits with

adjustments (M + E - L)

$189.4

$ 62.8

$126.5
-$79,7

$206,2
62.96%

74,44%

64,50%

96.17%
54,55%

- $69.0

$195.6
$ 44.4

$ 55.0

Source of underlying data: Surveyor Current Business, July 1982, Tables 1.11,7.1, and 8.7,
and Economic Report of the President, February 1982, Table B-3.
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annual inflation loss due to reduction in the present value of tax depreci-
ation allowances. But if we are to include that inflation-related loss, we
might well add the inflation gain on existing assets. Particularly if we ac-
cept Bureau of Economic Analysis price deflators on new investment in es-
timating the value of existing capital stocks, we find substantial positive net
revaluations, that is nominal capital gains in excess of general price in-
creases. Net revaluations on tangible assets of nonfinancial corporations, as
noted in Eisner (1980), have added significantly to net business saving in the
last decade.

Taxes and Saving and Investment

Auerbach’s discussion of taxes and business saving is in many ways il-
luminating, as he contrasts implications of the "traditional views," which
see double taxation of corporate equity raised by sale of stock, and the
"new view," where the implication of raising marginal funds by retained
earnings is that there is double taxation only to the extent of the minimally
effective tax on capital gains. One may be misled, however, by Auerbacb’s
implicit and explicit abstraction from debt financing. Particularly in a
world of inflation and high nominal, deductible interest cost, this makes all ¯
the difference. As pointed out by Hall (1982) and Chirinko and King
(1982), inflation and leverage can readily combine so that taxes on business
saving and investment prove substantially negative. Of major importance,
as noted by Chirinko and King, nominal interest rates (until the recent epi-
sode of extremely tight money) have generally risen no more than, if as
much as, the rate of inflation. The rental or user cost of capital, as a conse-
quence, fell with inflation for significantly levered firms. Real, after-tax
rates of interest turned very low, frequently perhaps negative.

Inflation has indeed permitted investor-borrowers to deduct high nom-
inal interest rates without having to include in taxable income the reduc-
tion in real value of debt to which the high interest payments relate. The
view is sometimes expressed that the tax advantage of borrowers is com-
pletely offset by the high interest necessary to compensate lenders who face
taxes on nominal interest income without an offsetting reduction for the
decline in the real values of their financial assets. This ignores important
clientele effects. In fact, borrowers can be expected to be and are largely
those for whom high tax rates make interest deductions particularly valu-
able, while lenders are increasingly and very largely institutions and indi-
viduals with zero or low effective tax rates. Analyzing the impact of taxes
on saving and investment without full note of the role of debt and interest
deductibility and, with inflation, related capital gains, is to abstract from
the essence. It is almost like trying to explain how a plane flies after assum-
ing away the atmosphere.

Before one can apply much of the type of analysis undertaken so
deftly by Auerbach, one must be careful to trace macroeconomic effects on
the basis of reasonable assumptions as to government and private behavior.
Implicit in much discussion is a notion that changes in tax systems will be
introduced under a "b.alanced budget" constraint; cuts in business or indi-



108 SAVING AND GOVERNMENT POLICY

vidual tax rates will be offset by increases elsewhere, perhaps of a lump-
sum nature with no efficiency loss. In fact, cuts in business and personal in-
come taxes and consequent increases in business and personal saving, as we
have so recently witnessed, are accompanied by increases in government
budget deficits. Thus increases in private saving have been more than offset
by increases in public dissaving. As Auerbach of course knows well, but it
bears repeating, business saving has little direct connection with business
investment, and private saving can and does differ widely from private
investment.

Where tax changes do alter the marginal return on saving, critical dif-
ferences in results can be ignored only with extreme peril to sound analy-
sis. One must first recognize that under most real-world conditions, one can
not properly abstract from income effects. A greater anticipated return on
saving may generate more or less saving, depending upon whether or not
substitution effects outweigh income effects. This, in turn, will depend
upon how great substitution effects really are. My own priors suggest that
the elasticity of saving with respect to rates of return is very low. Most of us
are unlikely to alter our consumption significantly because of modest (fre-
quently poorly perceived) changes in intertemporal rates of substitution.

And complicating matters much more in the real world is the fact, as
should again be clear to all in the fall of 1982, that the economy may be far
from a full employment general equilibrium. Tax changes which raise busi-
ness or personal propensities to save may then perversely reduce national
income and saving.

I join with Auerbach in his criticisms of ACRS, which has indeed
"strained the corporate tax system" (p. 32). To the objections to the leasing
system, discussed in detail in Warren and Auerbach (t982), I might add the
observation that sales of tax advantages have proved a particularly ineffi-
cient way of affecting incentives. Markets for such sales proved initially far
from perfect and sellers of tax advantages frequently realized far less than
the present value of Treasury revenues of which they disposed.

! have argued elsewhere that there was no sound evidence that the ac-
celerated cost recovery system would increase business investment by any-
where near foreseeable losses in tax revenues.2 Declines in real business in-
vestment have more than confirmed my predictions. As Auerbach observes,
increases in real interest rates and reduction in capacity utilization "prob-
ably will dominate any tax incentives that one can reasonably envision"
(p. 40). One may add that increases in real interest rates cannot be consid-
ered independent of the tax incentives and the broad fiscal and monetary
policy to which they are related.

I conclude with the perhaps cynical observation that much discussion
of business saving in terms of measures to encourage growth and produc-
tivity has missed the real policy issue. As Auerbach points out, there are se-
rious questions in the measurement of business saving and the extent to
which business saving really matters in the determination of total private
saving. There are important further issues as to the connection of business

2Chirinko and Eisner (1981) and (1982) and Eisner and Bender (1982).



DISCUSSION EISNER 109

and private saving to conventional business and private investment. The
connection with the ultimate goal of productivity and growth is even more
remote and doubtful. These last may well relate much more to total capital
formation, both human and nonhuman, as discussed in the paper by Blades
and Sturm. My own estimates suggest that net private domestic investment
is less than one-fifth of the perhaps more relevant broad measure of capital
formation which will include all acquisition of structures and equipment by
government, household and nonprofit institutions as well as business, in-
vestment in land, resources and research and development, and investment
in human capital in the form of education, training and health.

That leaves me to wonder whether the arguments about business saving
and investment, taxes on "capital," wages and consumption, and issues of
expensing and interest deductibility, upon which we focus so much atten-
tion, are really, when all the qualifications are recognized, so important in
determining the aggregates of product, growth and welfare as they are in
determining their distribution. Encouragement of business saving and in-
vestment would appear to have a much greater impact, whether successful
or not, on the wealth of some of those who participate in that saving and
investment than on the economy as a whole. A tax incentive for business in-
vestment may well affect distribution of income and wealth differently than
government expenditures for investment in human capital, or a tax incen-
tive to encourage employment, particularly employment of youth, or minor-
ities or women. Beyond our abstractions, how much is the real issue not the
size of the economic pie but how it is cut up?
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Macroeconomic Policy and Domestic Saving

Rudolph G. Penner*

I. Introduction

Without a radical change in monetary and fiscal policy, the United
States will experience a higher ratio of deficits to GNP in the 1980s than it
has in any decade since the 1940s. It is crucial to understand the risk that
this poses to future economic growth, but as the following review of the lit-
erature indicates, economic research on the issue is in a primitive state. Pre-
cise answers are far beyond our grasp, and all that we can do is describe the
risks inherent in a very uncertain situation.

Although this is supposed to be a paper about macroeconomic policy
and savings, it is impossible to explore the relevant issues without making
frequent excursions into microeconomic theory. Consequently, this paper is
bound to overlap with others delivered at this conference.

II. Relevant Micro Issues

Discussions of individual savings behavior are dominated by the life
cycle hypothesis put forward by Modigliani and Brumberg [1954]. The in-
dividual is assumed to maximize the discounted utility provided by con-
sumption over a lifetime subject to a lifetime wealth and income con-
straint. As a result, the time path of consumption is much smoother than
the time path of disposable income over a lifetime. A typical individual
might be expected to borrow in early years when income is low, save during
the years of peak career earnings, and then dissave during the years of re-
tirement. If the time of death is known with certainty and there is no
bequest motive, the individual should spend his or her last penny on the
day of death.

The theory can be modified to allow for uncertain lifetimes and in-
come flows and for a bequest motive.

The life cycle hypothesis is ambiguous about whether increases in the
after-tax rate of return raise or lower the propensity to consume in any one
year. A higher rate of return has an income effect and allows higher con-
sumption in all years even if saving is lowered a bit. However, it also makes
the tradeoffbetween present and future consumption more favorable to the
latter. Even if the income effect is neutralized, for example, by replacing a
tax on capital income with a tax on wages, the relationship between the
propensity to consume and the after-tax rate of return could be positive
with a low enough elasticity of substitution between present and future
consumption. However, Summers [1982] argues persuasively that this
would require an odd utility function. Summers also shows that long-run

*Director of Tax Policy Studies and a resident scholar at the American Enterprise
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changes in after-tax rates of return have a much more powerful impact on
the consumption-savings decision than transitory changes.

With regard to the impact of uncompensated changes in the after-tax
rates of return, the empirical evidence is all over the map. Boskin [1978]
and Summers [1982] argue that increases in the rate of return raise the pro-
pensity to save (Summers argues on the basis of indirect data); Howrey and
Hymans estimate [1978] that the impact is insignificant; and Houthakker
and Taylor [1970] that there is a negative impact. (For a more complete re-
view of the literature, see OECD [1981].) Summers iconoclastically suggests
that most empirical work is dubious anyway because it does not correctly
specify the effects of changes in the rate of return on human wealth.

The life cycle hypothesis can itself be questioned. The inability to lend
and borrow at will on perfect capital markets adds another constraint on
individuals’ ability to smooth out lifetime consumption. For example, it
may not be possible to borrow against human capital and this would limit
the ability to be a dissaver early in life. Similarly, financial regulation, by
imposing interest ceilings on small savers, could alter the reward to savings
at different times in the life cycle.

The presence or absence of liquidity constraints is crucial to the im-
pact of macroeconomic tax policy on consumption and, therefore, on ag-
gregate demand. If liquidity considerations are constraining the consump-
tion of a significant portion of the population, a tax cut can increase
consumption (although other factors to be discussed later may intervene)
even if the tax cut is only temporary or involves a rebate of past taxes. If
there are no liquidity constraints, a tax cut can only be effective to the de-
gree that it affects perceptions of lifetime income.

Again, it is possible to find evidence on all sides of the issue. Casual
observation suggests that consumption and income Vary more closely to-
gether over a lifetime than would be expected if there were no liquidity
constraints.

But this result could also emerge in the absence of liquidity con-
straints. Money income is endogenous and can be controlled by varying
work effort. If goods and leisure are substitutes, more goods will be con-
sumed as wage rates rise along a typical career path. Empirical work by
Schmitz [1979], however, suggests that goods and leisure are complements,
leaving, in his view, only liquidity constraints to explain the phenomenon.
Summers [1982], on the other hand, finds no evidence of liquidity con-
straints. (See Schmitz for a more complete review of the literature on this
issue.)

The most disturbing evidence regarding the validity of the life cycle
hypothesis comes from the fact that the elderly, who are supposed to be dis-
saving, do in fact have a positive propensity to save which rises with age.
(Danziger, van der Gaag, Smolensky, and Taussig [1982].) Like most un-
pleasant facts, this one can be explained away. Perhaps, the bequest motive
grows with age. Or the saving may be precautionary. The probability of se-
rious, expensive illnesses rises with age as does the probability of a longer
life requiring increased resources. For example, surviving from age 60 to
age 61 increases the probability of living beyond any future specific age,
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say 75, by about 1.5 percent. Surviving from age 61 to age 62 raises the
probability by 1.7 percent and so on. The prospect of becoming destitute
must have a very high negative utility weight attached to it. While SSI puts
a floor under the real income of the elderly, the typical elderly person has
an intense fear of becoming dependent on relatives or on welfare. For this
reason, the work of Kotlikoff and Spivak [1981], which shows that the eld-
erly can protect themselves against the uncertainty of the time of death by
arranging the equivalent of an annuity within the family, may be made less
relevant by an aversion to dependency.

Despite such factors, the surprisingly high propensity to save among
the elderly has to be somewhat disturbing to life cycle advocates. I believe
the whole issue of uncertainty and the life cycle hypothesis merits more
theoretical and empirical work. The uncertainty of the time of death and
the change in the probability distribution with each additional day of life
must be important, but how important is difficult to say.

Assuming that the life cycle hypothesis is, in fact, valid, it is important
to know whether it applies only to saving from income received directly by
the individual or whether the individual adjusts for corporate and govern-
ment saving or dissaving done on his or her behalf. Put another way, are
there veils between individual behavior and corporate and government be-
havior or can we aggregate over all sectors of the economy? If there are not
veils, a good theory of individual behavior combined with the effect of
demographic variables and a theory of economic growth will tell us most of
what we want to know about the long-run time path of aggregate savings. If,
however, the savings of the individual sectors are determined independ-
ently, we then need separate theories of corporate and government saving
behavior.

The notion that individual shareholders adjust their own behavior for
changes in the saving and financial practices of corporations is commonly
accepted in economic theory. It lies at the basis of the theories of Modigli-
ani and Miller [1958] and is assumed in studies of saving behavior by schol-
ars such as Boskin [1978]. However, a paradox arises. If a dollar of saving
by a corporation is a perfect substitute for a dollar of saving by an individ-
ual, why do corporations ever pay dividends since they are taxed more
heavily than capital gains? Or at least why do we not see more special-
ization by shareholders according to their tax status? Tax-free institutions
might be expected to invest in firms with high payout ratios while high mar-
ginal tax rate shareholders would be expected to like firms that reinvested
all of their profits. Theorizing on this topic was initiated by King [1977] and
a literature too voluminous to review here has been inspired by the puzzle.
I think it fair to say that no one has yet come up with a definitive explana-
tion of dividend behavior and without it, one feels uneasy about assuming
that shareholders are indifferent between saving directly and having corpo-
rations save on their behalf.

But while it may be too facile to assume that corporate and individual
savings are perfect substitutes, it is hard to believe that they are not substi-
tutes to some degree. Certainly individuals must pay some attention to
changing share values--which are, of course affected by factors other than
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current corporate saving--in planning their own savings behavior. A key
policy question is whether taxes levied directly on the corporations have a
significantly different aggregate saving impact than taxes levied directly on
the individual even though they are designed to have the same impact on
after-tax rates of return to capital. I do not believe that we know for sure.

It is, of course, possible that the answer differs depending on the time
period being considered. Because of transactions costs or other factors, it
may take time for individuals to adjust their saving behavior to changes un-
dertaken at the corporate level. Thus policies affecting corporate saving di-
rectly may have some leverage in the short run but be washed out in the
longer run as individuals adjust.

The veil between government and individual saving behavior is likely
to be more opaque than the veil between individuals and corporations.
Still, Barro [1974] has argued that individuals adapt their own saving to ad-
just for changes in government deficits. In other words, they perceive that
public debt issues will either have to be repaid out of future taxes or the
interest bill has to be financed forever. If the individual has an infinite time
horizon because of an extreme bequest motive and if he or she faces the
same rate of interest as the government, the time of the repayment of the
debt is irrelevant. Borrowing by the government will be offset by an equal
amount of saving by the individual. Neither is likely to hold exactly, but to
the degree that these conditions are valid, the government becomes power-
less to affect national saving and, therefore, to carry out fiscal stabilization
policies. In other words, it matters little whether government finances out-
lays with taxes or debt issues, i.e., they are equivalent.

The Barro equivalence theorem (sometimes blamed on Ricardo) has
been much criticized, (see Feldstein [1982]) but it cannot be said that it has
been disproved beyond any doubt. After considering evidence that seems
inconsistent with the theory, Buiter and Tobin [1979] conclude that "Fur-
ther empirical work is urgently needed, however, before any conclusion can
be more than tentative."

Many discussions of the equivalence theorem, including Buiter and To-
bin’s, ignore the spending side of the government budget. The level and
composition of government spending are taken as given and the only ques-
tion is whether tax and debt financing are equivalent. If the world is as
ultrarational as Barro’s theory implies, and if the government increases the
deficit explicitly to finance increased public capital formation, and if the
return to the public capital is equal to that on private capital, there is no
reason for private consumption to fall or rise except as a result of the distri-
butional effects of the operation. Private capital formation is crowded out
dollar for dollar, but that is not worrisome as long as public capital forma-
tion bears an equal return.

Whether or not the equivalence theorem is valid is crucial to many
fundamental issues in economics. If it is valid, we have totally to reject fis-
cal stabilization theory. In neoclassical theory, we need not worry about
crowding out, and since private saving actions offset public actions across
the generations, we can dispense with the worry that a pay-as-you-go social
security system depresses aggregate savings.
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Although the theory cannot be definitively proved or disproved on the
basis of the evidence currently available, it must be noted that it places ex-
traordinary demands on the individual. The taxpayer must be completely
altruistic toward future generations and must use the same discount rate to
value their consumption as is used for his or her own consumption. More-
over, taxpayers must be extremely knowledgable about the saving behavior
of the federal, state, and local governments. Further, they must face a bor-
rowing rate no higher than the government’s in order not to be pleased to
some degree that the government borrows on their behalf.

Economic theories often make unrealistic assumptions, but while econ-
omists do not really believe them it is hoped that the departures from the
assumptions are unbiased in their impact on the results. In the case of the
assumptions underlying the equivalence theorem, I would suggest that most
of the departures are likely to be in one direction. That is to say, I doubt
that for everyone who does not care much about the consumption of future
generations there is someone else who gives it more of a utility weight than
consumption by the present generation. Similarly, there are unlikely to be
enough investors facing a lower borrowing rate than the government to off-
set those who face a higher rate. Perhaps, there is more symmetry in the er-
rors made regarding the individual’s perception of his or her share of the
public debt service burden, but I see no reason to believe that that burden
should be overestimated on average.

Consequently, I believe that there are significant biases in the assump-
tions necessary to derive the equivalence theorem and that those biases are
bound to weaken the theorem. This implies that government can have some
leverage over aggregate saving by manipulating the deficit and altering the
social security system. How much leverage is hard to determine. But some
leverage seems almost certain and I shall speculate on the issue further in
what follows.

IlL Macroeconomic Policies

A. Political and Normative Theories of Government Saving

There are two very different ways of discussing macroeconomic poli-
cies. One can idealistically assume that macro policymakers share the goals
of the public (as represented in public choice theory by the goals of the
median voter) and attempt to attain price stability along a path that de-
viates as little as possible from that which attains whatever natural rate of
unemployment is implied by demography, institutional arrangements, and
microeconomic policies. Alternatively, one can be more cynical and assume
that policymakers and bureaucrats are out to maximize their own personal
objective functions which might involve things like maximizing power, po-
litical longevity, and/or future income in the private sector. Differences be-
tween the policymakers’ and median voters’ objective function can evolve
because of imperfections in information flows and voting mechanisms.
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For most of this analysis, I shall take the idealistic view, but one theory
regarding macro policy and long-run saving requires a momentary explo-
ration of the cynical view of policymaking.

Milton Friedman and others have argued that aggregate government
spending is limited by available receipts. In other words, politicians think
like householders and there is a limit on the dissaving that will be done by
government. Put another way, if we can somehow trick politicians into cut-
ting taxes, it will constrain spending in the long run.

The theory is probably true at the state and local level, but a super-
ficial look at federal behavior is not reassuring. During the decade of the
1950s, the NIA budget was balanced on average. Government expenditures
averaged 18.4 percent of the GNE In the 1960s, the deficit equalled 0.3
and spending 19.4 percent of the GNE In the 1970s the comparable figures
were 1.8 and 21.3 percent. In 1980-81 the deficit amounted to 2.2 percent
of the GNP and spending 23.2 percent.

If deficits act as a constraint on spending growth, that constraint seems
to be getting weaker and weaker over time. Wagner and Buchanan [1977]
explain the phenomenon by arguing that the Keynesian revolution de-
stroyed the traditional fiscal norm that budgets should be balanced. Once
the old norm was destroyed, no other disciplining rule took its place. While
some argued that the budget should be balanced over the cycle and Rich-
ard Nixon argued that the high employment budget should be balanced,
none of these new rules had the force of the old fashioned religion of
budget balancing year after year.

Wagner and Buchanan go even further, arguing that once deficits be-
come acceptable, spending growth is facilitated further by the fact that the
sale of debt represents a voluntary exchange and is therefore less unpleas-
ant than financing government by levying compulsory taxes.

Although the Wagner-Buchanan hypothesis would seem at first sight to
be a better explanation of recent history than the notion that deficits im-
pose spending constraint, it is obvious that deficits cannot rise without
limit. Sargent and Wallace [1981] have shown that if noninterest spending
is a greater share of GNP than the total tax burden and if nominal interest
rates exceed nominal GNP growth, the system is unstable because the inter-
est bill on the debt eventually explodes. They hypothesize that the debt
will eventually be monetized under such circumstances. Accelerating infla-
tion will then diminish the real interest burden on past issues of debt. It is
to be hoped that either spending or tax policy would be altered before that
occurred, and indeed, that could occur automatically.

Monetary and fiscal policy are intimately intertwined. As debt is
monetized, the tax burden rises more rapidly than GNP because of bracket
creep in a nonindexed income tax system and because the measure of capi-
tal income used for tax purposes is increased as the real value of depreci-
ation allowances erode, false inventory profits are created, etc. The index-
ing of exemptions and tax brackets now scheduled to be implemented in
1985 eliminates bracket creep but does nothing to adjust the definition of
capital income. It is also somewhat imperfect in that many dollar amounts
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listed in the tax code are not indexed, e.g., those involving exemptions on
homeowner capital gains and unemployment insurance. Consequently,
even after indexing, inflation will raise average tax rates, but to a much
lesser extent than it does today.

On the outlay side, accelerating inflation slows the growth of real
spending because of time lags in the indexation of entitlement programs. In
practice, there are also time lags in adjusting appropriations for unantici-
pated inflation. Frequently, such appropriations are not adjusted at all,
since politicians often find it easier to let inflation cut programs than to cut
them legislatively.

Because of such automatic adjustments in tax and spending policy, the
probability of a Sargent-Wallace debt explosion is lessened, but it cannot be
ruled out altogether. During the 1950s and 1960s, on- plus off-budget defi-
cits seldom exceeded the net interest bill of the government and under such
circumstances a Sargent-Wallace explosion becomes less likely. In fact, the
ratio of privately held debt to GNP was on a strong downward trend from
World War II to 1974. In six of the seven years in the 1975-81 period, how-
ever, the total deficit far exceeded the net interest bill and recently, interest
rates have exceeded the growth of GNR As a result, the ratio of privately
held debt to GNP is back up to the level of the early 70s and growing rap-
idly. One hopes that Milton Friedman’s spending constraint will not be
overwhehned by Sargent and Wallace’s arithmetic, but there is nothing
very reassuring in the recent evidence.

Robert Barro [1979] has provided a normative theory of government
deficits or dissaving based on the assumption that there are welfare gains
associated with keeping tax rates as constant as possible. In his model, tem-
porary surges in spending, e.g., those associated with wars, are debt fi-
nanced as are temporary shortfalls in revenue. The government also runs
deficits to compensate for the erosion of outstanding debt by inflation.

Cagan [1981] has investigated the last issue and differentiates the
effects of anticipated and unanticipated inflation. Presumably, all other
things equal, investors are willing buyers of enough bonds to maintain the
real value of their portfolios in the presence of anticipated inflation, but
the issue is not so clear with regard to unanticipated inflation. Having dis-
saved by surprise, will investors be willing to buy enough bonds to restore
their wealth? It seems unlikely given that they have just suffered an unex-
pected capital loss. If investors do not wish to restore their assets, there will
not automatically be a flow of saving sufficient to absorb the new debt is-
sued by the Treasury in the name of keeping the real value of the national
debt constant. Of course, once that is said it means that we are departing
from Barro’s world of equivalence which necessarily underlies his theory of
optimal deficits. And once the equivalence assumption is dropped, it is not
even clear that government would want to replace the debt eroded by
anticipated inflation.

Without equivalence, the government can manipulate national saving
in an attempt to achieve short-term stabilization goals or long-run growth
goals. In doing this it should, of course, take account of the erosion of out-
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standing debt in designing its policies, but many other variables are’also
important and there is no presumption that deficits are appropriate so long
as they do not exceed the erosion of outstanding debt or inappropriate if
they do.

B. Stabilization Policy

Can fiscal and monetary policy manipulate aggregate demand and real
economic activity, and so alter saving? It is not a question that would have
been asked much 20 years ago except by a few isolated monetarists. Now it
is a matter of considerable controversy.

The power of fiscal policy is, of course, quite limited in monetarist the-
ory. Monetarists believe that the demand for money is fairly stable and in-
elastic with respect to changes in interest rates. In such circumstances any
attempt to stimulate aggregate demand by raising the deficit simply results
in an equal crowding out of private activity. That is somewhat of a carica-
ture of the monetarist position since most think that fiscal policy can have
some small, ephemeral effect on economic activity. However, I know of
none who believe that fiscal fine tuning could lead us to growth consistent
with full employment, price stability, and an appropriate amount of aggre-
gate saving.

They also would eschew fine tuning with monetary policy even though,
in monetarist and in most Keynesian theory, monetary policy can affect
real activity with an uncertain lag. Pure rational expectations theory even
rejects this proposition. (See Sargent and Wallace [1975] for the classic ar-
ticle.) Monetary expansion leads people to expect inflation which, in turn,
leads them to adjust wages and prices immediately. Monetary policy affects
price levels but not real activity. Again this is a caricature. Monetary policy
can affect real activity if it catches people by surprise or if price and wage
movements are restricted by long-term contracts. But the important con-
clusion is that monetary and fiscal policy may be much less potent than ear-
lier stabilization theory implied.

It is not, however, necessary to be a monetarist or a believer in the
equivalence theorem or rational expectations to question the power of fis-
cal policy. Even within traditional Keynesian analysis there is reason to ask
whether macro fiscal policy has much leverage over the position of the 1S
curve.

The earlier discussion of the life cycle hypothesis suggests that, in the
absence of liquidity constraints, fiscal policy will have to alter expectations
of permanent income in order to affect aggregate consumption. In other
words, private saving could offset public dissaving for reasons quite differ-
ent from those relevant to the equivalence theorem. If changes in govern-
ment spending or tax policy are deemed to be temporary, the Keynesian
multiplier could quickly be short-circuited by changes in the propensity to
s ave.

After the experience of the 1970s and early 1980s, it will be particu-
larly difficult for the government to convince anyone that any tax change
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is permanent. A whole succession of so-called tax cuts in the 1970s was
quickly offset by bracket creep, and the massive tax act of 198 l is so large
that no one can be confident that it will not be reversed by new legislation.

It has gone out of style to contemplate using government spending for
stabilization purposes, but even if it were popular, it would face the same
problems as tax policy in altering expectations of permanent income. Gov-
ernment purchases related to things like accelerated public works programs
are explicitly temporary. Changes in government transfers face problems
precisely analogous to those faced by tax changes, and changes in grants-
in-aid can be short-circuited long before the consumer is affected if, as was
often charged with regard to President Carter’s 1977 stimulus program,
they simply reduce state and local deficits at the expense of the federal
deficit.

In all of these matters the question of liquidity constraints becomes
crucial. If they are important, either to individuals or to state, and local
governments, federal spending changes or tax cuts are more likely to have
an impact. Even tax rebates or explicitly temporary changes in tax or
spending policy could conceivably work. As usual, the empirical evidence
on the issue is not conclusive. A particularly interesting debate regarding
the impact of the temporary Vietnam surtax occurs between Springer
[1975] and Okun [1977].

C. Long-Run Growth

Even if it is assumed that government can alter the aggregate saving
rate in the economy, it is not clear whether it should attempt to do so in the
long run. There is a long debate regarding the appropriateness of the rate
of time preference revealed by the market place. Does it undervalue the
welfare of future generations? If so, should government intervene and pro=
vide additional saving by running a surplus? Should government use differ-
ent criteria in evaluating its own investments from those revealed by the
market place, especially with regard to the rate of discount and the re-
quired risk premium?

The literature on such issues is voluminous, but I shall not attempt a
review here. The issues may be important but they are unlikely to be at the
heart of policy discussions over the next decade. There is little danger of
running surpluses in any of the Western democracies, (See de Larosiere
[1982].) All are contending with rapidly growing entitlement programs and
a public reluctant to either cut benefits or raise taxes. Deficits are the order
of the day and everyone is trying to borrow from everyone else. The United
States has the added problem of a generally perceived need to reduce the
taxation of capital and to increase defense spending rapidly,

Given large deficits, it is still possible to alter the composition of tax
receipts and spending in ways that are more or less conducive to saving, in-
vestment, and growth, but I shall leave most of those issues to those writing
on micro policy. There is, however, one compositional issue that may be
considered macro in content. A naive glance at the saving behavior of dif-
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ferent income classes leads some to believe that aggregate saving can be
enhanced by making the tax-transfer structure less progressive. However,
average saving propensities differ much more across income classes than
marginal saving propensities and it is the latter which determine the net in-
come effect on savings of redistributing income. Thus the scope for increas-
ing aggregate saving through redistribution is severely limited. (See Blinder
[1975].) However, since small percentage reductions in very high marginal
income tax rates result in large percentage increases in the after-tax reward
to saving, efforts to improve incentives may have income redistribution ef-
fects as ~a by-product of attempts to exploit substitution effects. Disincen-
tives can be reduced and efficiency enhanced while maintaining tax reve-
nues either by making the marginal rate structure less progressive or by
broadening the tax base so that all marginal tax rates can be lowered. The
distributional effects of the two strategies are likely to differ radically, but
it is necessary to know the details of such strategies in order to make the
crudest forecasts of their implications.

D. Recent U.S. Macro Policies

The Reagan administration entered office with a clearly defined set of
priorities. It wanted to raise defense spending and business capital forma-
tion and to reduce inflation, marginal tax rates, nondefense public spend-
ing, and the government deficit. These objectives are not logically inconsis-
tent. The trouble is that the administration got its numbers wrong. Given
its tax and spending plans the projected deficit path was inconsistent with
the enunciated, anti-inflation, monetary policy. It depended on a higher
growth path for nominal incomes than could possibly be financed by the
targets stipulated for the growth of the monetary aggregates.

But if a lower deficit was deleted from the list of goals, the policy was
not obviously irrational. It was possible to create reasonable scenarios in
which the deficit did not exceed 24 percent of GNP. If one did not believe
in the equivalence theorem, it could be considered a high real interest rate
strategy, but one that still encouraged business capital formation by pro-
viding tax cuts on capital income which more than offset the high interest
rates. Consumer durables and housing which were not protected by tax ben-
efits would lose resources to business capital formation and defense spend-
ing. The interest rate increase would be mitigated by the increased saving
resulting from generally lower marginal tax rates and special incentives for
savings. With a bit of luck we could also borrow significant amounts from
abroad.

Needless to say, things did not work out that neatly. The adminis-
tration got an abrupt monetary shock instead of the gradualism that it
wanted. The serious recession raised the deficit and the mysterious failure
of interest rates to come down in response to economic weakness and fall-
ing inflation meant that the government interest bill soared and offset a
high proportion of the administration’s domestic spending cuts, which, in
turn, were about $10 billion less than Reagan requested. While spending
went on a higher path than expected, the rapid fall in inflation implied less
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bracket creep and lower capital taxes than expected and the adminis-
tration’s tax cuts became real tax cuts to a much greater degree than
anticipated.

As a result of all of this, we appeared to be on a path toward deficits
equivalent to over 6 percent of the GNP by 1985, even if a healthy eco-
nomic recovery was assumed.

The administration responded by backing a tax bill which took back a
portion of the tax reductions of 1981. To a large degree the correction was
applied to the taxation of capital income. Crudely speaking, one can argue
that the administration and Congress simply corrected for the fact that a
surprising fall in inflation made 1981 tax legislation much more generous
toward capital income than they intended it to be.

However, the tax actions and budget cuts of 1982 resolve only a part of
the long-term deficit problem. Even assuming a fairly healthy recovery we
are on the road toward deficits approaching levels relative to GNP gener-
ally experienced in the past only during recessions. The question now is,
"What should we do about it?"

The answer depends crucially on the effects of taxes, spending, and
deficits on aggregate saving, and the foregoing review of the literature gen-
erated more uncertainty than hard information regarding such issues. In-
deed, a skeptic might argue that we know so little that this paper might as
well end at this point. I believe, however, that such a conclusion would rep-
resent a serious misreading of what went on before. We are faced with a
problem of decisionmaking under great uncertainty. The risks must be out-
lined and we must ask how they can be minimized. Knowing what we do
not know will be helpful in this process.

In contending with the structural deficit problem it is first important to
examine the spending side of the budget. There the options are fairly lim-
ited. In the second half of the 1980s, defense, social security (OASDI) and
interest will absorb over 70 percent of the total budget. While areas in the
remaining 30 percent of the budget could stand careful scrutiny, for ex-
ample, health services delivery systems, it is obvious that changes in defense
and social security policy are essential if spending cuts are to contribute
significantly to ameliorating the deficit problem. In both of those areas it is
extremely difficult to make rapid changes in the outlay path. I believe it fair
to say that the consensus among defense experts~is that it would be danger-
ous to make immediate significant cuts in personnel, operations, training,
and maintenance. The state of readiness of our forces could be compro-
mised by such cuts. There is much less of a consensus about the value of
expensive weapons systems such as the B-1 bomber, nuclear carriers, MX
missiles, etc. But cuts in the budget authority for such programs do not
show up in outlays for years. It is already too late in 1982 to achieve major
savings in such areas before 1985.

It is equally difficult to constrain social security spending in the short
run. Even advocates of reducing social security benefits must admit that a
social contract exists between recipients and taxpayers and that recipients
and those about to retire must be given time to plan their responses to any
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changes in the benefit structure. In other words, changes have to be phased
in very slowly. Thus it would be unrealistic to assume that much can be
saved by the middle 1980s by reducing social security benefits. That does
not, however, mean that all changes should be rejected. There is a potential
for massive savings by the early 21st century with only minor reductions in
the rate of growth of the program.

Thus, if we are to reduce federal government dissaving significantly in
the 1984-87 period, the empl~asis will have to be on raising taxes.

What are the risks associated with tax increases? Let us first examine
the question in a neoclassical context. Does any risk stem from the possibil-
ity that the equivalence theorem is true? I do not believe so. If taxes and
borrowing are really equivalent, little loss could be associated with replac-
ing one for another. As previously noted, Barro has developed a model
based on the equivalence theorem that yields an optimum deficit, but the
welfare losses involved in departing from this optimum on the low side
must be tiny compared to the risks that a very large deficit poses for capital
formation if there is little truth to the equivalence theorem. Moreover, it is
hard to believe that Barro’s optimum deficit would grow in the middle
1980s. There is no reason to believe that the spending levels that will pre-
vail during that period are temporary. Moreover, if disinflation continues,
the debt issues implied by current policy will far exceed the inflation-
induced fall in the real value of the outstanding, national debt.

What can be said about the supply-siders’ fear that a tax increase, by
raising disincentives to work and to save, would reduce economic activity
and the propensity to save so much that private saving would be reduced by
more than the public deficit is reduced? (If, indeed, the deficit would be re-
duced at all.) While our review of the economic literature revealed a pro-
found lack of knowledge regarding the response of saving to a change in
after-tax return, even the highest response found in the literature would not
seem to substantiate the supply-siders’ fears. (See Fullerton [1980].)

But it is not necessary to swallow extreme supply-side theory to believe
that tax increases should be designed to minimize supply-side effects. That
goal can be achieved by what might be called supply-side tax increases.
These would concentrate on base-broadening measures rather than on in-
creasing marginal tax rates. It is to be hoped that if it does nothing else, the
recent debate regarding the desirability of a flat tax will push tax increases
in this direction. Although base-broadening measures could reduce the in-
centive for particular types of saving and capital formation, their general-
ized impact is likely to pose far lower risks to incentives than marginal rate
increases.

It is when we leave the neoclassical world and enter the Keynesian
world that the risks associated with tax increases become more perplexing.
The main risk is that the recovery will be retarded more than is warranted
by the desire to continue progress against inflation. The theoretical and
empirical disputes between Keynesians and non-Keynesians are sufficiently
profound and the correlated value judgments regarding the relative costs of
unemployment and inflation are sufficiently different that it is impossible to
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find a consensus within the economics profession regarding the importance
of this risk.

However, there might--and I emphasize the word might--be general
agreement regarding the following propositions:

1. By any estimate of the high employment deficit, current policy is ex-
pansionary over the whole period 1983-87 and this is inappropriate
during a recovery.

2. A tax increase that has its largest revenue impact later in the 1983-
87 period is less risky than one that has a relatively large impact
initially.

Another proposition must be considered, although there is likely to be
little agreement regarding its validity. That is that measures to reduce defi-
cits in the 1984-87 period would actually have a stimulative impact in 1983
even within the context of a Keynesian model.

This proposition seems to stand Keynes on his head, but one could ar-
gue on its behalf as follows:

Potential investors believe that the prospective deficits of the middle
1980s are unlikely to be tolerated, but they do not know how the issues will
be resolved. The options are legislated spending cuts, legislated tax in-
creases, or the monetization of an inordinate proportion of the debt. Accel-
erating inflation would lead to large tax increases because of bracket creep
before indexing in 1985 (if indexing survives that long) and the increased
taxation of the real return to capital which is not prevented by the indexing
techniques used in current law. It would also reduce the real value of
outlays because current indexing techniques work with time lags and be-
cause there would also be lags in adjusting appropriations for nonindexed
programs.

Different approaches to the deficit problem have very different impli-
cations for the after-tax rates of return on different investments. The result-
ing uncertainty causes investors to demand large risk premiums on long-
term investments. By reducing uncertainty a tax increase that had its main
revenue impact later in the 1984-87 period would reduce the demand for
risk premiums on investments made in 1983. This would tend to shift the IS
curve outward.

That may be a long story to swallow, but it does lead to the same pol-
icy conclusion as the discussion of the more typically Keynesian assessment
of the threat posed by a tax increase to aggregate demand early in the re-
covery period. That is to say, any tax increase enacted early in the 1983-87
period should be designed to have its main revenue impact late in the pe-
riod. In general terms, the tax legislation of 1982 satisfies this criterion.

If taxes are increased, should monetary policy be eased modestly to di-
minish the risk of declining real activity? Most Keynesians would advocate
such a policy. As a by-product, an easier monetary policy would reduce the
deficit by expanding money incomes and tax receipts, regardless of whether
the expansion took the form of inflation or real growth. But obviously, the
latter would be more beneficial in reducing the deficit, because income
maintenance outlays would be lowered.
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There is considerable dispute over how the expansion of money in-
come created by a slightly easier monetary policy would divide up between
real growth and inflation. Some, usually Keynesians, feel that at current
levels of economic slack the inflation danger is minimal and that most of
the monetary stimulus would show up as real growth. Others believe that
investors would see a slight easing as a harbinger that the Fed was giving up
its anti-inflation battle. Expectations of accelerating inflation would pre-
dominate and wages, prices, and interest rates would rise almost immedi-
ately. Investors perceiving greater economic instability in the future would
become more conservative implying that the IS curve shifts to the left.

In other words, just as one can concoct stories in which a contraction-
ary tax increase is expansionary, there are stories which make an expan-
sionary monetary policy contractionary. It is a strange world in that such
stories cannot be dismissed out of hand.

IV. Conclusions

Economists are ridiculed because of an apparent inability to reach a
consensus on any policy issue. The foregoing review of the literature rele-
vant to normative and positive theories regarding the relationship between
macro policy and savings did little to dispel the notion that economists are
terribly confused. There seems to be little consensus regarding either the
effect of changing public deficits or the effect of changing after-tax rates of
return on aggregate saving.

However, I would strongly argue that the uncertainty regarding out-
comes should not prevent economists from making recommendations re-
garding policies. We do know enough to identify the risks and to reduce
them to some degree.

When faced with burgeoning deficits, it seems clear that a tax increase
which emphasizes base-broadening measures poses little risk to the supply
side of the economy. Abstracting from the demand-side effects, we can say
with considerable confidence that such a tax increase would, at worst, leave
aggregate private plus public saving unchanged and at best result in a con-
siderable increase in total saving.

When demand-side considerations are raised, the plot thickens. There
is a risk that a tax increase would be contractionary in the short run. But
that risk can be greatly reduced by designing the tax increase to have its
greatest revenue impact in the second half of the 1980s. Hence, I believe
that one could get the vast majority of economists to back a base-broad-
ening tax increase of this type. There would be arguments over the size of
the increase but political constraints on future tax increases are likely to
become binding long before we reach the range over which economists
disagree.

A more vehement argument would be unleashed when economists
argue over whether the consensus tax increase would be accompanied by a
looser monetary policy. There would even be some disagreement over the
definition of a looser monetary policy. But there is considerable agreement
regarding the range of possible outcomes even if there are profound
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disagreements regarding the probability weight and the social utility
weight that should be assigned to each of the possibilities. In such circum-
stances we have to let the politicians choose the appropriate weights after
hearing and reading the profession’s internal arguments. That is what we
pay them for.
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James Tobin*

Rudy Penner is a sensible and cautious fellow. He did his homework on
recent theoretical and econometric literature concerning national saving,
seeking to dispel confusions arising from current discussions of fiscal and
monetary policies. In sadness more than anger he reports he didn’t find
many clues--because he found too many. He was tempted to throw up his
hands. Indeed at the end, despairing of consensus among economists on
monetary policy, he passes the buck to politicians. But he had persevered
to the extent of guessing that economists might generally agree that growth
of high employment federal deficits should be arrested, by tax increases
enacted soon but with "largest revenue impact later in the 1983-87
period."

I thank Rudy for his patient journey through the journals and for the
report of his travels. I admire his eclecticism and agnosticism. Still I wish
he had worried less about constructing an economists’ consensus--you
can’t make a silk purse out of dozens of sows’ ears--and more about stating
his own considered views. In commenting on some of the subjects of Rudy’s
paper, I shall be less bashful.

Life Cycles, Liquidity Constraints, and Bequest Motives

As Rudy’s account tells us, theories of saving conflict violently and sta-
tistical tests are not powerful enough to choose among contradictory ex-
tremes. So what should sensible fellows like Rudy and me believe?

What is the horizon of a consumer, household or individual? By hori-
zon I mean the time ahead over which a consumer will spread an accretion
to her current liquid resources. A snapshot cross-section would surely re-
veal wide variation. Some consumers are living hand-to-mouth, some from
paycheck to paycheck. For some young families the horizon is the span of
years until higher earnings will permit accumulation of liquid wealth.
Thereafter their horizons will be remaining lifetimes or longer. Probably
some consumers’ horizons are in effect unbounded; these individuals are
free of liquidity constraints and, as Barro postulates, internalize descen-
dants’ utilities and resources ad infinitum.

Because many persons who would like to consume today future wages,
retirement benefits, and other assets cannot do so, Penner is right to reject
the so-called equivalence theorem. Hence government deficits do absorb
saving for good or ill, and even temporary tax changes and transfers affect
consumption. Likewise Feldstein’s estimate of the displacement of produc-
tive capital by "social security wealth" and other unfunded pension rights

*Sterling Professor of Economics at Yale University.
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is an upper limit. Liquidity-constrained workers cannot fully offset compul-
sory pension contributions by dissaving, and retirees with horizons beyond
their own lifetimes save part of their pensions. Their commonly observed
strategy--provide against the risk of prolonged life with expensive infir-
mities, in the comforting knowledge that heirs will enjoy any remainder--is
perfectly rational.

The life cycle model is a very useful tool if not taken literally. The
model can easily handle liquidity constraints; it generally predicts that
their presence will increase aggregate wealth and saving. It can also handle
bequests and other intergenerational transfers, more easily if their amounts
rather than descendants’ or parents’ utilities enter the individual’s utility
function. Without such amendments the model has trouble accounting for
observed aggregate accumulations of wealth, especially over periods when
retirement spans were much shorter than now.

What is the effect of the after-tax rate of return on aggregate wealth
and saving? Theory can’t tell us, and econometric inference encounters in
extreme measure the usual tedious litany of ambiguities. Yet many, many
economists including Rudolph Penner take for granted the premise of "sup-
ply-side" policy that capital is overtaxed. If the feared explosion of public
debt is to be averted and if, as Penner observes, the path of federal ex-
penditures cannot be cut appreciably this decade, then taxing capital less
means taxing labor more. It may be true that the shift will increase wealth
and welfare, but tighter argument and evidence than Penner reports are
required.

I will illustrate the problem. The life cycle model implies that in a
steady state of population and economic growth aggregate wealth is a mul-
tiple of after-tax wage income. The numerical size of the multiplier de-
pends on the age distribution, the age profile of wages, the incidence of li-
quidity constraints, the utilities of consumption of adult and minor
household members at different ages, and other factors. Assuming these
constant, the multiplier depends on the after-tax return to saving. To sim-
plify, I assume the elasticity of this dependence to be constant. I assume
also that aggregate wealth is physical capital, that output is produced by
capital and labor and distributed to them ~_ la Cobb-Douglas, and that the
government purchases a constant share for public consumption financed
by distinct proportional taxes on capital income and wage income.

A shift of tax burden from capital to labor will increase the wealth
multiplier assuming the relevant elasticity is positive, but decrease after-tax
wages, the multiplicand. It will not necessarily increase steady-state stocks
of wealth and capital. The pair of tax rates that maximizes these stocks de-
pends on the parameters. I don’t know how anyone, even Larry Summers,
can a priori dismiss as requiring an "odd utility function" the possibility
that the elasticity of the multiplier with respect to after-tax return is so low
that the maximum is reached with a wage tax rate lower than that on capi-
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tal income. Relegating algebra to a footnote~, I give here the intuitively sat-
isfying solutions.

Let e be the fraction of output the government consumes, t~ and tw the
tax rates on capital income and wage income respectively, a the elasticity
of output with respect to capital and the pre-tax share of capital, and o the
elasticity of the multiplier with respect to the after-tax return to saving.
The wealth-maximizing values oft~ and t,~ are

t~* = e + (1 - e) (a -a(l°(l+o)- a)) and     tw* = e - (1 e) (a~ ~ a-~ ~- b3- o(1 - o0) .

= tg > e >t,~ if o <        a/(1 - a), and t~*< e < twThus t~ = e = t~*if o a/(1 - a), * * " *
if o > a/(1 - a). For example, if a = ¼, the dividing line for o is ½. If o is
¼, and e is ¼,tg-* - .55 and t~* = . 10. On the other hand, if o is 1 and e is ¼,
t~’ = -.125 and t,*~ = .44.

Of course, maximization of wealth and capital is not welfare optimiza-
tion. Other allocative effects of taxes are relevant, like the labor supply ef-
fect Penner mentions. Moreover, one might seek an optimal capital stock
defined by the condition that its pre-tax rate of return equal the economy’s
growth rate plus a social discount rate related to the growth rate of per ca-
pita income due to technical progress. If this stock were obtainable given
the government consumption share e, there might be various pairs of tax
rates that would do the job.

Are governments and corporations mere veils? Are their savings and
dissavings automatically offset by equal opposite shifts in household sav-
ing? Sensible persons like Rudy and me will believe that institutions exist
because they matter and will not ascribe presumptive truth to Modigliani-
Miller theorems, Ricardo-Barro equivalences, or Denison’s law of stock-
holders’ "ultra-rationality." Agreeing with Penner, I have already ex-
pressed my skepticism of the equivalence theorem for government finance.

1Let k be capital per unit of effective labor (per person-hour augmented in productivity by
technical progress). Let net output per labor unit be U’. Pre-tax return to capital r is a/d-1,

and pre-tax wage w per labor unit is (1 - a)k% After-tax factor rewards are ugr and u~w where
ui = 1 - ti. Steady state wealth demand is v*(u~’)° uww, where v is a constant determined by
the demographic and other factors mentioned in the text. The two basic equations are:

(1) v*(u~)° UwW = k wealth = capital

(2) aug + (1 - a) uw = 1 - e government budget balance

Substituting the expressions for r and w in terms of k into (1) and taking logs gives:

(3) oln aug + In (1 -oOuw + In v = (1 -a)(1 +o)ln k

Assuming o > - 1, k will be maximized by maximizing the left hand side of (3) subject to the
constraint (2). This gives the results in the text.
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Similar reasons for skepticism apply to corporate saving: differences be-
tween companies and their owners in borrowing rates, liquidity constraints,
taxes, and objectives. Retained earnings do not translate into additional
wealth for shareowners unless and until they raise market values of shares.
If and as they do, the extra wealth will increase household consumption at
the expense of personal saving. But the process is slow and uncertain. Un-
fortunately, there is little evidence that households have saved extra to
make up for the real capital losses they have suffered on the stocks and
bonds they directly or indirectly own in the recent past. That, by the way,
casts doubt on the relevance to crowding-out concerns of inflation-account-
ing corrections interest to outlays in the federal budget.

The Federal Budget and the Macroeconomic Outlook

! turn to Penner’s discussion of the current scene. I will not refrain
from calling attention to the irony of the general preoccupation with the
adequacy of national saving at a time when the country’s propensity to save
is patently not the constraint on the formation of capital. Who is crowding
out what? Tight monetary policy brought record high real interest rates,
devastated interest-sensitive spending, and generated the severe recession.
The recession further damaged capital formation and ballooned federal
budget deficits. To complain that those deficits are crowding out private in-
vestment by raising interest rates is to tell the story inside out.

A two-point reduction of unemployment would increase GNP by about
4 percent, some $120 billion, of which about half would be additional sav-
ing by governments, businesses, and households. Does anyone know a sup-
ply-side incentive or a deficit-reducing measure that could do as much for
saving and investment as soon?

I know of course that the Fed didn’t bring the economy and investment
to their present low states for the hell of it. They did it to conquer inflation,
and in their zeal probably did more than they intended. I just think we and
they should be clear about where to charge the costs, not shift them to the
federal budget. Rudy Penner is, I think, overgentle to what it is fair to call
the Feldstein policy mix, tight money and high real interest r.ates to shift re-
sources from consumer durables and housing to business capital favored by
incentive tax cuts. Just as wet-blanket Keynesians foretold in early 1981,
the strategy didn’t work.

Forecasters looking for bright spots in the outlook for the next five
quarters invariably seize on "the consumer," buttressed by tax cuts this
year and next and by gains in indexed transfers, and on the beginnings of
the defense build-up. Yet economists of many camps, financial pundits with
unanimity, and liberal and old-line conservative politicians of both parties
joined the Administration in hailing recently enacted tax increases as a big
and necessary step toward recovery. Though the legislation will hit some
consumption, its main impact is to diminish business saving and investment
by withdrawing about half the concessions to capital income enacted only a
year before. If the perceived danger was that government borrowing would
congest the financial markets and crowd out business investment, it is hard
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to see how the 1982 bill was a remedy. Businesses that curtail investment
plans are crowded out for sure. Businesses that maintain them will in effect
borrow to pay taxes; their demands on credit markets replace those of the
Treasury. It would be nice if people who worry about the budget would be
clear about their objectives: recovery? capital formation? political
cosmetics?

Like Rudy, I am disturbed by the prospect that deficits even in pros-
perity will combine with high interest rates to raise the debt/GNP ratio
throughout the decade. I attach an appendix on the dynamics of this ratio,
with calculations showing how dramatically Reagan fiscal policy reverses
the history of the past 30 years. Yet hysteria may be not only premature, so
far is the economy from full recovery, but also overdone. My calculation
does not indicate Sargent-Wallace instability, a real net interest rate greater
than the economy’s growth rate. If, as my table indicates, the ratio should in
the next 10 years return to its level of the 1950s, around 50 percent, this is
not a catastrophe. As Penner says, there are some natural correctives short
of hyperinflation. The defense build-up, we can hope, is a bulge; if not, the
need for taxes to pay for it will become pretty clear.

An interesting analytical question raised in Penner’s discussion is
whether "measures to reduce deficits in the 1984-87 period would actually
have a stimulative impact in 1983 even within the context of a Keynesian
model." Rudy’s tentative "yes" is based on the stimulative effect of reduc-
ing uncertainty: Investors are pretty sure those deficits will be corrected,
but they don’t know how. They would go forward today if they knew the
corrections would be soundly made. Does that condition cover additional
doses of 1982 "fiscal responsibility" medicine? I was stimulated to investi-
gate the question in a more Keynesian spirit.

Consider, as in Rudy’s question, two periods in neither of whici, is
there full employment. In each period the short-term interest rate r de-
pends solely on contemporaneous GNP Y and on the stock of transactions
money M, according to the familiar LM relation. But the position of the
first period IS curve depends on the correctly expected outcomes (Y~, r2) of
the later period. The expectations allow for the effects of fiscal and mone-
tary policies in the second period.

Investment and consumption in period 1 will be lower the higher is the
expected interest rate r2; a higher future short rate deters current spending
by lowering the present values of earnings from capital and labor. The pe-
riod 1 IS curve will, however, be shifted right by increases in expected
GNP Yz, which raise those expected earnings. Given M2, rz and Y~ are tied
together by the second period LM curve. If it is fairly flat, moving up and/
or right along it will shift first period IS to the right; the effect of higher Y~
will dominate that of higher r~. But if LM is quite steep the reverse will be
true. Moving down and/or left along LM will shift first period IS to the
right. This latter is what a correctly anticipated tightening of period 2 fiscal
policy would accomplish. In the steep LM scenario future budget correc-
tions increase aggregate demand today.

However, in this case the LM curve of period 1 will also be steep. Most
of the effect will be to raise r~ rather than Y~. Nothing in this Keynesian
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scenario supports the common story of the financial press, by which future
fiscal tightening lowers short interest rates both tomorrow and today. And
nothing in my story "stands Keynes on his head." The major effect of tight-
ening fiscal policy later is to weaken aggregate demand then, which may or
may not be a good idea. The expectational effect, possibly strengthening
aggregate demand today, is at best a partial offset. In contrast, a future eas-
ing of monetary policy, raising M2, would lift Y in both periods.

Figure 1 is a picture worth the above two hundred words.
Full discussion of a two- or multi-period model of this kind is beyond

the scope of this comment. There are other interrelations between periods.
Stocks of wealth, capital, and public debt carried over from one period to
the next affect behavior in the later period. So do price level and inflation
rate transmitted from one period to the next, especially if nominal M tar-
gets remain fixed. But I think the simple story of the previous paragraph is
the major mechanism relevant to the question Penner raised.

As I mentioned at the start, Rudy despaired of finding or building con-
sensus on whether fiscal tightening should be accompanied by monetary
easing. He did not even tell us his own view. I think monetary policy is the
key to recovery. Tightening of fiscal policy will, to be sure, help to provide
a policy mix more favorable to capital formation. But the effort will be
wasted unless the Fed engineers low enough real interest rates to absorb in
investment the resources released by government, its taxpayers, and its
transferees--plus a big fraction of the resources made idle by the reces-
sion. I can see the logic of those who do not want to see recovery until infla-
tion is completely vanquished. I cannot understand the logic of those who
would welcome recovery should it occur by a miraculous surge of monetary
velocity but reject equivalent growth of money supply. They fear that a
burst of money supply growth, albeit temporary, would be entirely dissi-
pated in renewed inflation and have no real effects. Or they fear that enough
others believe primitive monetarist stories to make them come true. Penner
doesn’t count those expectations as rational, and neither do I. It is a sad day
when irrational models, for which our profession is in large measure re-
sponsible, immobilize macroeconomic policy.

Appendix: Fiscal and Monetary Policies and the Dynamics of Federal Debt

The present combination of high interest rates and large budget defi-
cits raises the question whether deficits and debt will grow faster than the
economy. Does a one dollar deficit increase the interest service on the debt
so much that, with given expenditure and tax programs, the deficit and the
debt are higher relative to GNP the following year?

Suppose that the budget of year t involves a primary deficit of xt p~ y~,
where Pt is the price of commodities and Yt is real GNP. The primary deficit
excludes outlays for interest on the debt and receipts from taxes on debt in-
terest. Net interest outlay is i~Bt_~, where Bt_, is the outstanding stock of
publicly held interest-bearing debt and i~ is the nominal interest rate paid
on it allowing for the tax recoupments. The total debt, including that part,
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Figure 1
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Tighlening period 2 budget shifts IS~ and lowers Y2,r2 from a to b. E~(r2)
and E~(Y2) (both zero at a) are effects on aggregate demand in period 1.
Their sum at b is the horizonfal shift of IS~ in the period 1 diagram below. If
raises Y~ ,q from a to b. Imagining a flatler LM~ through a, you can see
how the IS~ shill could be reversed.
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Ht_,, monetized by the Federal Reserve is D~_,. Thus the nominal interest
rate on the total debt is i~D,_, where [

(1) .o .B = i~(Dt l-Ht 1) .Bl1 D--~_~)-ttDt_1 = ltBt_1 _ _ = ttDt_1 -

The dynamics of deficit and debt are as follows:

(2) Ot - Dr- 1 = Xl Pt Yt + i~ Dt_ ~

Let dt be the ratio D~/pt y~. Ify is growing at rate g~ and p is increasing
at rate ~r~, then Dt2~(1 +nt)(1 + gt)

O~t_1 ~ ~
Pt Yt

and from (2)

(3) dt - dt-1 1 + rtt)(1 + gt) = x:

Define the real interest rate on federal debt as

i + i~9
(4) r°=-- 1 = iv- rt , so thatl+n

(5) d~ = dr-1 -- + x,=d,_~(1 + r~- gt) + x,
\1 +

With constant primary deficit x, constant real interest on debt rD, and
constant real growth g, the stationary equilibrium debt/GNP ratio would
be:

(6) d* -~ x/(g - rD)

This equilibrium is stable ifg exceeds rD and unstable ifr° exceeds g:

(7) (d, - d*)= (do - d*)(1 + rD - g)’

In the Table, average values of x, 1a), g are shown for five historical pe-
riods since 1951 and for the Congressional Budget Office (CBO) February
1982 baseline projection for the period 1982-87. Corresponding equilibria
d* are also computed, each designed to show the hypothetical long-run
consequences for d of continuation of the fiscal, monetary, and economic
environment of the period or projection.

Here are the noteworthy features of the Table:
1. All the situations are stable; the real growth rate always exceeds the

real net interest rate on debt. This is true even for the CBO baseline
projection of 1982-87. However, the CBO may have overestimated
inflation, underestimated interest costs, and possibly overestimated
real growth.
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2. Only in 1980-81 and in CBO 1982-87 projection is the initial debt/
GNP ratio smaller than the hypothetical equilibrium. Only in those
cases, then, has the constellation indicated a value of d increasing
over time. In the case of the CBO projection, which implies an even-
tual debt nearly twice GNP, the rise in d is quite rapid.

3. The primary deficit was on average negative in the first two periods,
from 1952 to 1966, and the combination of high real growth and
negative rD brought rapid reduction of the high debt/GNP ratio in-
herited from World War II. This continued through most of the next
15 years. Even though the primary deficit turned positive, the real
interest rate was very favorable.

4. After the dramatic increase in monetization (about 50 percent of
deficits between 1958 and 1974), Fed policy has reduced seignorage
to negligible amounts. This is of course a major reason for the rise in
r° to positive values.

5. These calculations do not touch on the asset-demand side of equa-
tions, i.e., what debt interest rates are necessary to induce the public
to hold debt in the indicated ratios to GNE It could well be that the
increasing rates necessary in the final column could impart instabil-
ity to the process.



U.S. Fiscal and Monetary Policy and Federal Debt Dynamics 1952-1987

Period, Fiscal Years: 1952-1957 1958-1966 1967-1974 1975-1979 1980-1981 1982-1987
(number of years) .(6) (9) (8) (5) (2) (6)

CBO
Baseline

1. Federal debt: % of
GNP, beginning and
end of period 64.8~,8.5 48.5-35.7 35.7-23.4 23.4-26.5 26.5-27.6 27.6-38.0

2. Federal deficit (+) or
surplus (-), exclud-
ing interest: % of
GNP, avg. -0.58 -0.47 +0.28 +1.38 +0.80 +2.58

3. Share of debt
monetized: %, range 10.5~11.3 10.7-16.6 16.6-24.0 24.0-18.1 18.1-15.7 15.7-8.0

4. Share of deficit (in-
cluding interest)
monetized: %, avg. 0 50 46 12 6 2.6

5. Growth of real GNP:
% per yr., avg. 2.8 3.4 3.8 3.5 0.9 3.1

6. Inflation of GNP de-
flator: % per yr., avg. 2.2 1.9 5.2 7.2 9.1 6.4

7. Treasury 90-day bill
rate: % per yr., avg. 2.1 3.2 5.8 6.7 12.8 10.4

(cont’d. next page)



U.S. Fiscal and Monetary Policy and Federal Deb~ Dynamics 1952-1987 (con~’d.)

Period, Fiscal Years: 1952-1957 1958-1966 1967-1974 1975-!979 1980-1981 1982-1987
(number of years) (6) (9) (8) (5) (2) (6)

CBO
Baseline

8. Real net interest rate
on debt: % per year,
avg. -0.7 -0.7 -2.8 -2.8 -0.1 1.7

9. Real GNP growth less
real net int. rate 3.5 4.1 6.6 6.3 1.0 1.4

10. Hypothetical equi-
librium debt/GNP
ratio: % - 16.6 - 11.5 4- 4.2 + 21.9 4- 80.0 + 184.3

Indicated Trend of Debt/GNP Ratio:
11. Actual, beginning of

period 64.8 48.5 35.7 23.4 26.5 27.6

12. After five years 51.9 37.6 27.1 23.0 29.1 38.1

13. After 10 years 41.1 28.6 20.8 22.7 31.6 48.0
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NOTES
1. Debt held by Federal Reserve and by nonfederal owners, par value, at end of fiscal year, relative to nominal GNP for fiscal year, from

fiscal year preceding the period to final year of period.
2. Sum of National Income Accounts deficits less surpluses for period, relative to sum of nominal GNP for period. Debt interest outlays

(calculated by subtracting Federal Reserve payments to Treasury from "Net Interest" line of budget) are excluded in calculating defi-
cit or surplus, as are estimated tax receipts recouped from such outlays, estimated at 25 percent.

3. Monetized debt is the amount held by the Federal Reserve. The denominator of the ratio is, as in line t, the monetized debt plus the
debt held outside the federal government.

4. The increment of monetized debt from beginning to end of period, divided by the increment of total debt as defined in line 1.
8. [line 7 x .75 × (100 - line 4)/100] - line 6. The average Treasury bill rate for each period is taken to be the permanent cost of

financing new debt and refinancing old debt, which is reckoned at par value, given the conditions and policies of the period. It is
multiplied by .75 on the assumption that the Treasury recoups 25 percent of nominal interest outlays in taxes. The third factor reduces
the net interest cost for "seignorage," the fraction of the debt monetized by the Federal Reserve. Subtracting line 6 converts the net
nominal interest rate on the debt to a real rate.

9. line 5 - line 8.
10. line 2/line 9. A negative figure means that the hypothetical equilibrium debt/GNP ratio is negative, i.e., the government would be a

net lender to the private sector.
12, 13. [line 11 - line 10] X [(100 + line9)/100]n + line 10. See text.



National Saving and International
~ves~ment

Norman S. Fieleke*

In 1981 a number of changes were made in federal tax law, partly with
a view to stimulating private saving. For example, the reductions in per-
sonal income tax rates, the tax-exemption for interest on "All-Savers" cer-
tificates, and the liberalization of the use of Individual Retirement Ac-
counts are measures that tend to raise the after-tax rate of return on capital
invested by individuals. For business, tax changes designed to enhance
profitability include liberalization of provisions relating to depreciation
and the investment tax credit. Thus, according to the Council of Economic
Advisers, "Much of the Administration’s tax program is designed to in-
crease the private saving of the Nation. As a consequence, both public and
private borrowing will be accommodated more easily.’’~

Aside from the issue of whether the nation’s saving will rise in re-
sponse to these measures, any such rise will fail to accommodate more do-
mestic borrowing if the increased saving is invested abroad. What, then,
does experience teach us about such international capital flows? If saving
increases in one country, does the increase get invested primarily in that
country, or is it dispersed abroad via integrated and efficient capital mar-
kets? On the other hand, if a country experiences a decline in saving, per-
haps because of increased government deficits, is most of that decline offset
by increased borrowing from abroad?

Questions such as these are the focus of this paper. The first section
reviews the most relevant literature. Thereafter, some exploratory regres-
sion analysis for OECD countries is undertaken, and historical data for
these countries are then considered. Finally, the analysis is extended in
part to a much larger sample of countries.

The State of the Inquiry

For at least the past two decades--indeed, since the marked advance
of convertibility in 1958--many scholars as well as practitioners have mar-
velled at the seeming mobility of capital throughout most of the industrial-
ized world, a mobility manifested by the behavior of particular interest

*Vice President and Economist, Federal Reserve Bank of Boston. I have benefited from
communication with Robert Aliber, Jeffrey Bergstrand, Barry Eichengreen, Jeffrey Sachs, and
Peter Sturm, but I am responsible for any errors. The views in this paper are my own, not nec-
essarily those of the Federal Reserve Bank of Boston. Viviana Rogers was research assistant
for this project.

~ Economic Report of the President Together with the Annual Report of the Council of Eco-
nomic Advisers (1982), p. 96.

138



SAVING AND INTERNATIONAL INVESTMENT FIELEKE 139

rates as well as by actual capital movements. Among practitioners, none
has experienced more convincing demonstrations of capital mobility than
the monetary authorities who sought to maintain interest rates or foreign
exchange rates at patently artificial levels. For example, on June 23, 1972,
nearly $900 million poured into the Deutsche Bundesbank within the first
hour of foreign exchange trading, leading the Bank temporarily to abandon
its effort to resist an appreciation of the mark; on March 1, 1973, the Bank
absorbed another $2.6 billion before again surrendering to market forces.2
More recently, foreign officials have publicly protested against U.S. fiscal-
monetary policy for putting upward pressure under foreign interest rates.
In addition to such evidence on capital mobility from officialdom, numer-
ous other indicators could be marshalled, including the fact that 26 percent
of the total equity of Canadian corporations in 1980 was held by foreign-
ers? The repeated references to the billions, or hundreds of billions, of dol-
lars "sloshing around" in the Euromarkets and the close correlation of
short-term interest rates (after adjustment for cost of forward cover) in
Chart 1 also testify to the mobility of capital between the markets
concerned.

Considerations such as these have led many to conclude that capital is
highly mobile internationally, especially between the industrial countries.
As Whitman has noted, "... much of the recent analytical work in interna-
tional economics has moved away from closed-economy models to models
based on the fundamental assumption of a highly integrated world econ-
omy." 4 In the same paper this point is illustrated by her own analysis,
wherein she maintains, "Finally, there is the fact that flexible exchange
rates provide only limited insulation against foreign disturbances in a world
of capital mobility." s More recently, McKinnon (1981, p. 533) has argued,
"The development of the eurocurrency market now enables both firms and
governments to borrow (or lend) internationally, on a large scale, for long
periods in a variety of convertible currencies. Clearly, the international in-
tegration of capital markets in the 1980s parallels that prevailing in world
trade in goods and services, whereas in the late 1940s national capital mar-
kets were segmented by exchange controls and eurocurrency transacting
did not yet exist."

In a recent pathbreaking article Martin Feldstein and Charles Horioka
(1980) have reached a different conclusion; they have found capital to be so
immobile in the long run that any new saving in an industrial country typi-
cally gets invested almost exclusively in that same country, with little or
none being invested abroad! The seeming contrast between their results
and the prevailing consensus provides the chief stimulus for this paper.

2Federal Reserve Bulletin, September 1972~ p. 765, and Ma1"ch 1973, pp. 148-49.
3For 1975 the comparable figure was 35 percent. These data were supplied by staff of the

Bank of Canada and are based on Statistics Canada, Financial Flow Accounts.
4Whitman (1976), p. 183.
Slbid, p. 207,
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Chart 1
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To launch the formal analysis, consider that

GNS = GNP - C + R,

where GNS is gross national saving, GNP is gross national product, C is all
consumption, public and private, and R represents net remittance and
other unilateral transfer receipts from abroad. Now,

GNP = C + GDI + X- M + D,

where GDI is gross domestic investment, X and M are exports and im-
ports, respectively, of goods and services (excluding factor services), and D
is dividend and other net receipts from factor services supplied other na-
tions. Thus,

GNS = GDI ÷ X- M ÷ D ÷ R, or
GNS = GDI ÷ NFI,

where NFI is net foreign investment, or the addition to net claims on for-
eigners (or, essentially, the current account of the balance of payments);
the gross saving of a nation can be invested at home or abroad.

To assess how an increment of saving within a nation gets divided be-
tween domestic and foreign investment, Feldstein and Horioka estimated
the following equation:

(1) (GDI/GDP)i = a ÷ fl(GNS/GDP)i,

where GDP is gross domestic product, or GNP -- D, and both (GDI/GDP)i
and (GNS/GDP)i are average ratios for country i of the corresponding
yearly ratios over long periods; one regression employed the average ratios
for 1960-74, and others employed the average ratios for 1960-64, 1965-69,
and 1970-74.6 Thus, the analysis sought to determine how sustained differ-
ences in saving rates from one country to the next influence the corre-
sponding investment rates, and in this long-run context the observed varia-
tion in saving rates was assumed to be exogenous, reflecting basic structural
differences among countries rather than short-run phenomena affecting
saving and investment jointly. Equation (1) was estimated with data for 16
OECD countries, and a variant employed net saving and investment in
place of gross saving and investment.

From this regression analysis Feldstein and Horioka found that the es-
timated value of fl in equation (1) did not differ significantly from one,
whether saving and investment were measured gross or net of depreciation
allowances. The conclusion was that "nearly all of incremental saving re-

6Although Feldstein and Horioka presented their explanatory variable as (GDS!GDP),
where GDS is gross domestic saving, their measure of saving is called gross national saving in
publications of the United Nations and the World Bank, and a different definition is given for
gross domestic saving. The Feldstein-Horioka measure of saving is the one used in the United
Nations System of National Accounts (S.N.A.), and this measure is characterized as "national
saving" in the U.N. Yearbook of National Accounts Statistics, 1979, Volume l, p. XXV. Gross
national saving is defined as GDI + X - M + D + R, while gross domestic saving is GDI +
X - M; see The World Bank, World Tables, 2d ed. (1980, p. 7) and World Development Report
1981 (p. 185).
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mains in the country of origin" (p. 317). A subsequent paper by Feldstein
(1982) offers further support for this view.

This remarkable conclusion has significant implications for policy.
First, policies to stimulate national saving may have more domestic appeal
if it is likely that any increased saving will be invested at home; other things
equal, a nation receives a higher return on its saving invested at home than
on its saving invested abroad because foreign taxes are collected on earn-
ings from investments abroad. Second, if saving--and more generally, cap-
ital--is unlikely to be invested abroad, that fact is relevant for tax policy,
because a tax on income of capital will not induce a capital exodus and a
corresponding shift of the tax burden to domestic labor. Finally, even
though a current-account balance of payments deficit corresponds to a
shortfall of national saving below domestic investment, there will be little
reason to try to reduce such a deficit by enlarging national saving if vir-
tually all of any increased saving is allocated to domestic investment. These
deductions, like the regression analysis, apply to the long run; Feldstein
and Horioka recognize the evidence that capital does flow across national
boundaries in the short run in response to changing short-term covered-
interest differentials, but they argue that in the long run capital is much
less responsive to yield differentials because of the greater risk and controls
to which long-term international investments are subjected.

While it may be appropriate, in this long-run context, to treat saving as
exogenous, with investment following along, such treatment would seem
more questionable in an intermediate or short-run context. Indeed, Sachs
(1981) has argued that in the intermediate term changes in domestic invest-
ment rather than saving should be taken as the central exogenous variable
for purposes of explaining international capital flows, and that at least for
this time horizon changes in domestic investment tend to induce changes in
the current account of the balance of payments.7 The present paper, in fo-
cusing on the role of exogenous changes in national saving, retains the
longer run perspective adopted by Feldstein and Horioka.

Abstracting from the time horizon of the analysis, Harberger (1980)
has argued that domestic investment is more likely to diverge widely from
saving in a small (and poor) country than in a large (and wealthy) country,
just as they are more likely to diverge widely in a city block than for an en-
tire city. Since Feldstein and Horioka include in their analysis only OECD
countries, which have relatively large incomes (both in total and per cap-
ita), their results may be biased, or unrepresentative of the wider world.

The Basic Model

To provide a starting point for theorizing about the relationship be-
tween net foreign investment, national saving, and domestic investment, it
may be helpful to employ some simple geometry. At the outset, assume a
world of perfect competition without any market failures (i.e., without ex-

7For comment by Feldstein on Sachs’s analysis, see Feldstein (1982, pp. 27-29).
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ternalities)o In Chart 2, r represents the rate of interest and the marginal
efficiency of investment, SS’ and II’ represent national saving and domestic
investment, respectively, and all variables are measured in real terms. In
this two-country world, with perfect capital mobility, equilibrium is as-
sumed to prevail at the interest rate 0g, with country B making net foreign
investment in country A in the amount of ef=cd.

Since capital is mobile, it seems reasonable to measure country size in
terms of the stock of noncapital or internationally immobile factors which
are present in each country. In this illustration, country B is assumed to be
the "large" country, and because the quantity of other factors with which
capital can work is much greater in B than in A, the investment schedule in
B is markedly flatter than in A (but not necessarily more elastic at any given
interest rate), provided technologies are similar in the two countries. In
consequence, domestic investment in B greatly exceeds that in A. Now, if
national saving, too, is correlated with country size, domestic investment
will be observed to increase as national saving increases (from one country
to the next) merely because of their common correlation with size, even
with perfect capital mobility, so that a significant correlation between na-
tional saving and domestic investment would not be proof of capital im-
mobility. Thus, any regression of domestic investment on national saving
should allow for the probable correlation between national saving and na-
tional size; failure to do so would invite bias in the estimate of the coeffi-
cient for national saving.

Chart 2

Saving, Investment, and Net Capital Flow
between a Large and Small Country

Ib

~$
Country A Country B
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To my knowledge, this problem has "not been tackled explicitly by pre-
vious statistical analyses, although Feldstein and Horioka (1980), Feldstein
(1982), Sachs (1981), and Harberger (1980) all express saving and invest-
ment as fractions of GDP. Such "normalization" fundamentally changes
the nature of the analysis, however, as is illustrated by the following table.

Table 1
Illustration of Correlation between GlffS/GDP and GDI/GDP in the
Absence of Correlation between GNS and GDI

(Dollar amounts in billions)

Country GNS GD__.J GDP GNS/GOP GDI/GDP
A $12.0 $14,0 $100 0,120 0.140
B 13,0 14.0 90 0.144 0.156
C 14.0 14.0 80 0.175 0,175
D 15.0 14,0 70 0.214 0.200
E 16.0 14.0 60 0.267 0.233

Total 70.0 70.0

In this example there is no correlation between gross national saving and
gross domestic investment, but there is a perfect correlation of ÷ 1.0 be-
tween them after they are divided by gross domestic product.

More generally, if (GDI/GDP)i = o~ + f!(GNS/GDP)i,

then/~ =(GDI2 -
GDI,)/ (GNS2 _

GNSII’

(GDP,)(GDI~) -- (GDP2)(GDI0

(GDP,)(GNS~) - (GDPz)(GNS,)

where the subscripts 1 and 2 refer to any two points on the regression line.
This definition off! is not what is desired if the goal is to test for capital mo-
bility; what is desired is

t8 = GDIz - GDI~

GNS2 - GNS~

Thus, equation (1) is less than ideal for purposes of testing whether capital
is internationally mobile, or whether national saving gets invested only at
home.

An alternative to equation (1) is the following:

(2) GDIi = ~ + ~GNSi + ~GDPi,

where GDPi represents the influence of country size. This formulation
seems to flirt with other problems, including simultaneous equations bias,
heteroscedasticity, and multicollinearity. As for the simultaneity bias, it is
true that all variables in equation (2) are jointly determined at least in the
short run, but in our regression analysis we shall follow the approach of
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Feldstein and Horioka and employ average long-period values of these var-
iables, on the assumption that in the long run the observed variation in sav-
ing and in domestic product is exogenous, corresponding to fundamental
intercountry differences in resources, time preferences, and the like, rather
than to transient disturbances jointly influencing saving, domestic invest-
ment, and domestic product. Thus, GDIi, GNSi, and GDPi are each taken
as an annual average of 1971-1978 (a period which neither begins nor ends
with a business cycle peak or trough for any of the countries included). As
will be indicated, neither heteroscedasticity nor multicollinearity seems to
affect the regression results in a crucial way.

Regression Results for OECD Countries

For the variables in equation (2) it is desirable to have data expressed
in a currency unit which has the same purchasing power from one country
to the next, and it is well known that use of market-determined foreign ex-
change rates to convert units of one currency into another will generally
fail to yield such data. Fortunately, the OECD has recently published pur-
chasing power parities for a number of OECD countries, and we have used
these PPPs in lieu of market exchange rates to derive data expressed in dol-
lars of comparable purchasing power across countries; these data were then
deflated by a price index for U.S. gross domestic product to obtain data of
constant purchasing power over time.8 The desired data could be obtained
for 13 OECD countries, including all of the "Big Seven" except Canada.9

The method of ordinary least squares was then used to estimate equa-
tion (2) as well as several variants. The results are presented in Table 2,
where GDI and NDI refer to gross and net domestic investment, respec-
tively, and GNS and NNS refer to gross and net national saving, respec-
tively. Because of correlation between GDP and each of the savings varia-
bles, the coefficient for each explanatory variable is larger if it is used as the
sole explanatory variable (aside from the intercept). However, when both
GDP and saving are included as explanatory variables, the coefficients on
both remain significant at the 0.01 level. This outcome suggests that colline-
arity does not invalidate the analysis; it is also consistent with the view that
a measure of country size, such as GDP, should be included.

8The price index for GDP was used because the PPPs are for GDP, because the index is
compatible with the S.N.A. (System of National Accounts), and because price indexes for the
GDP components used in the regressions were not available in terms of the S.N,A.

9Countries were included only if data were available for them in terms of the "present
System of National Accounts;" they are listed in the note to Table 2.
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Table 2
Regression Equations for Domestic Investment Based on Average Annual
Data in Constant Dollars for the Period 1971-1978 for 13 OECD Countries

Dependent Coefficients of explanatory variables and t-ratios
variable GNS NNS GDP Intercept

GDI 0,925 0.017 0,236 1.00
(48,43) (4,20) (0.43)

GDI 1.002 -0.093 1,00
(123.42) (-0.11)

GDI 0.200 8.159 0,93
(12.96) (1.07)

NDI 0.914 0,009 0.456 1.00
(42.04) (4.15) (0.80)

NDI 0.992 0.313 1,00
(56.01) (0.35)

NDI 0.082 9.717 0.75
(6.11 ) (1.45)

Note: Countries included are Austria, Belgium, Denmark, France, Germany, Ireland, Italy,
Japan, Luxembourg, Netherlands, Spain, United Kingdom, and United States.

Source: Underlying data are from Organisation for Economic Cooperation and Develop-
ment, National Accounts, Volume 1, 1951 1980 (1982).

Tests and experiments relating to heteroscedasticity suggest that it is of
little consequence. Taking equation (2)--along with the usual disturbance
term--as the basic model, we plotted the regression residuals against GNS
and then against GDP. We discerned a slight tendency for the absolute val-
ues of the residuals to rise with each of these variables. Application of the
Goldfeld-Quandt procedure to test for proportionality between the vari-
ance of the disturbance and, first, GNSz, and, second, GDP2, yielded in
each case an F-statistic barely significant at the 0.05 level, suggesting the
presence of some such proportionality. Because of high correlation be-
tween GNS and GDP, it seemed sufficient to focus on only one of these
variables in transforming equation (2) so as to attain homoscedasticity, and
we selected GNS. Dividing through equation (2) by GNS produced an
equation whose regression residuals also were heteroscedastic, according to
the Goldfeld-Quandt test; indeed, the F-statistic was easily significant at
the 0.05 level. Consequently, on the assumption that the variance of the

wasdisturbance term for equation (2) ,__.___proportional to GNS rather than
GNS2, we divided equation (2) by ~/GNS and then obtained the following
estimated equation, with residuals homoscedastic according to the Gold-
feld-Quandt test:

(GDI/ G’~~--~)~= -O.071(1/ G-v/-~-~i)+O.912 G’~’~’N-~,.+O.O21(GDP/ G~)i
(-0.33)        (20.27)     (2.06)
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Note that this kind of transformation is not the same as the "normaliza-
tion" represented by equation (1), which retains the traditional intercept.
Because the relevant coefficients in this transformation of equation (2) are
signifi cant at the 0.05 level (under the one-tail test appropriate) and are vir-
tually identical to the corresponding coefficients reported for equation (2)
in Table 2, we conclude that heteroscedasticity is probably of little
consequence.l°

For the two regression equations in Table 2 that include GDP along
with either GNS o~ NNS, the coefficients of both GNS and NNS not only
differ significantly from zero, as shown by the customary t-statistics in the
table, but they also differ from one at the 0.01 level of significance. Conse-
quently, unlike Feldstein and Horioka, we can reject the hypothesis that
capital is completely "immobile" internationally over the long term.

Nonetheless, for a country represented in these regressions, it seems
that roughly $0.92 of each extra "dollar" saved gets invested at home in the
long run. Moreover, it does not necessarily follow that the remaining $0.08
is estimated to be invested abroad. For one thing, the fine detail of the Sys-
tem of National Accounts shows that the difference between gross national
saving and gross domestic investment consists not only of net foreign invest-
ment but also of international "capital transfers," such as international
grants (including receipts of special drawing rights issued by the Interna-
tional Monetary Fund), as well as the statistical discrepancy. As for the dis-
crepancy, there seems no more reason to pretend that it is foreign invest-
ment than to pretend that it is national saving, as a general rule; this matter
is not inconsequential, for the magnitude of the discrepancy sometimes
dwarfs that of net foreign investment?~ For these reasons, it is better to esti-
mate directly the share of national saving invested abroad than simply to
assume that this share is equivalent to one minus the fraction of national
saving estimated to be invested domestically.

Such direct estimates are reported in Table 3, where the variables are
defined as in Table 2. For the countries included, over the long run about
$0.07 of each $1.00 increase in national saving is estimated to be invested
abroad, whether saving is measured gross or net of capital consumption. In
each equation the coefficients for both GDP and the savings variable are
significant at the 0.05 level, and the sign of the coefficient for GDP, as
should be expected, is negative, indicating that for a given level of saving
the amount of foreign investment declines as country size increases. Be-
cause the coefficients of determination are not so high for these equations
as for those in Table 2, we tested for nonlinear relationships by reestimating
the first equation in Table 3 after adding squared values of the explanatory
variables; the coefficients of these added variables were not significant at
the 0.10 level, so nonlinearity does not seem to be present. In addition, the

~°l am indebted to Stanley Black for urging an investigation of this matter. For an illustra-
tion of the Goldfeld-Quandt procedure, see Kane.

~For example, in 1971 net foreign investment by the United States was -$726 million,
while the statistical discrepancy was $4.1 billion.
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Goldfeld-Quandt procedure was used to test for proportionality between
GNS2 and the disturbance variance in this first equation; the F-statistic
was not significant at the 0.05 level.

Table 3
Regression Equations for Net Foreign Investment Based on
Average Annual Data in Constant Dollars tot the Period 1971-1978
tor 13 OECD Countries

Coefficients of explanatory variables and t-ratios
GNS NNS GDP Intercept
0.065 -0.012 -0.575
(3.50) ( - 3.13) ( - 1.07)

0.48

0.072 - 0.005 -0.744 0.45
(3.31) ( - 2.38) ( - 1.30)

Note: For source and countries included, see notes to Table 2.

Thus, in spite of the statistical discrepancy, Tables 2 and 3 tell a consis-
tent story for the 13 OECD countries included. While capital is not com-
pletely immobile internationally over the long run, it does seem to be so im-
mobile that more than 90 percent of an increase in a nation’s saving will be
invested in that same nationJ2

What explains this seeming immobility of capital? One possible expla-
nation is the existence of governmental controls over international capital
flows, for it is well known that such barriers can have a substantial impact.
One current and noteworthy illustration is afforded by the Canadian Gov-
ernment’s measures to reduce the share of foreign ownership in Canada’s
oil and gas industry from the current level of about 65 percent to less than
50 percent by 1990. As another recent example, in March 1982 the French
Government prohibited transfers of funds abroad by French companies for
foreign investments in excess of one million francs. The list of such restric-
tions goes on and on, as can be seen from the International Monetary
Fund’s latest Annual Report on Exchange Arrangements and Exchange
Restrictions.

Moreover, there are countries between which long-term capital might
not readily transfer even if there were no governmental restrictions. As I
have argued elsewhere, "Foreign investment is aptly named, not only be-
cause it is investment in other countries, but because the word ’foreign’ con-
notes that which is different from one’s experience, that which is strange.
The strangeness of foreign stocks and bonds, the difficulty and expense of
acquiring information about them, surely constitutes a major, if not the ma-
jor, obstacle to their purchase by the typical investor. The language barrier
alone is a significant hurdle. In addition to the difficulty of acquiring infor-
mation on particular securities, the potential foreign investor should con-

~2This finding tends to render more relevant the traditional models of international trade
which assume factors of production to be immobile internationally.
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sider the risk of devaluation of the foreign currency as well as varied politi-
cal risks, such as the relatively great uncertainty of recovering defaulted
foreign obligations through legal proceedings.’’~3 These factors lower the
expected net return from foreign securities and raise the variance of that
return, thereby rendering such securities less competitive with domestic se-
curities (other things equal) in the portfolio deliberations of the represen-
tative investor?4

Governmental controls and, more generally, the extra costs and risks
often associated with foreign securities may serve partially to explain the
apparent long-run international immobility of capital, but even in the ab-
sence of these factors the long-run magnitude of net capital flows might be
constrained by balance of payments considerations. Some evidence rele-
vant to this issue is examined in the next section.

OECD Country Experience in Historical Perspective

The preceding analysis suggests that at the margin only a small frac-
tion of national saving in an OECD country gets allocated to net foreign
investment, or to improving the current account of the country’s balance of
payments, in the long run. This finding raises questions about the broader
historical experience of the OECD countries. How large have the current-
account balances of these countries been in relation to gross national saving
or gross domestic product? Has there been a tendency for these balances to
increase or to diminish in a relative importance over the years?

In order to address such questions, we have compiled time series of
relevant data for two groups of OECD countries. For 14 countries data
could be gathered on the current-account balance, gross domestic product,
and national saving beginning with 1952, the first year for which national
savings data were readily available for major countries. For nine countries
the data on current-account balances and gross domestic product were
readily available back to 1948. To gain perspective on the average experi-
ence of these countries, we have computed for each country the ratio of the
(absolute) current-account balance to GDP, and to saving if possible, and
then taken the average of these country ratios for each year. The resulting
percentages for the two groups of countries are presented in Tables 4 and 5.
Table 4 shows that in 1976, following the oil shock, current-account bal-
ances in relation to national saving were, on average, nearly 14 percent, an
historical high for the 14 countries for the 29 years under scrutiny. It is dif-
ficult to discern long-term trends in either table, but the percentages have
been relatively high in most years since 1973.

Table 6 provides selected statistics on the experience of the 14 coun-
tries individually. Columns 4 and 8, which present the average yearly ratio
of net lending (positive) or borrowing (negative) to gross national saving or
GDP, show that Ireland has experienced by far the largest average net capi-

~3Fieleke (1971), pp. 18-19; also see Kenen (1976), pp. 24-31.
~4The investor may still acquire foreign securities, of course, partly for diversification; the

point is that he would acquire even more were it not for the factors mentioned.
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Table 4
Current-Account Balances as Percentages of Gross National
Saving and of Gross Domestic Product: Averages of Absolute Values
of the Percentages for 14 OECD Countries, 1952-19801

Average percentage Average percentage
Of gross Of gross Of gross Of gross

Year national saving domestic product Year national saving domestic product

1952 9.22 1.94 1967 5.02 1.20
1953 11.16 2.51 1968 5.24 1.29
1954 8,05 1.80 1969 6.49 1.58
1955 10.52 2.08 1970 6.36 1.50
1956 6.61 1,36 1971 6.78 1.66

1957 5.36 1.24 1972 4.38 1.13
1958 8.49 1.87 1973 6.38 1.63
1959 6.84 1.54 1974 1 3.13 3.03
1960 5.62 1.35 1975 10.22 2.42
1961 4.96 1.21 1976 1 3.80 3.22

1962 8.37 1.95 1977 13.76 3.10
1963 5.53 1.26 1978 9.39 2.20
1964 6.41 1.43 1979 10.19 2.27
1965 7.07 1.64 1980 11.60 2.45
1966 6.36 1.53

~The countries included are Austria, Canada, Denmark, Finland, Germany, Ireland, Italy,
Japan, Netherlands, Norway, Sweden, Switzerland, United Kingdom, and United States.
Source: International Monetary Fund: Balance of Payments Statistics Yearbook, various
issues; International Financial Statistics Yearbook, 1981, and Supplement on Exchange
Rates, 1981. Organisation for Economic Cooperation and Development, NationalAccounts,
1951-1980, Volume 1.

tal transfer (an inflow), relative to saving or GDP, among the 14 countries
represented. Ireland again tops the list--followed by Norway--when the
same ratios are averaged without regard to algebraic sign (columns 5 and
9); these absolute percentages, of course, measure the importance of net
international capital flows (in relation to national saving or GDP) regard-
less of the direction of the flow.~5 The smaller the country, the larger tends
to be its current-account balance relative to its size; if the countries are
ranked according to the percentages in column 9 and then according to the
average of their current-dollar GDP for 1952 and 1980, the correlation
(Spearman’s) between the two rankings is -0.70, with a t-statistic of
-3.36. This correlation accords with intuition, for the smaller the country,
the larger is the rest of the world with which it can transact.

~SThe more detailed statistics show that for the countries and years covered by Table 6 the
largest absolute current-account balance ha relation to saving or GDP in a single year was re-
corded by Norway in 1977, when rapidly rising domestic demand and prices, partly associated
with North Sea oil development, helped to boost the country’s current-account deficit to 63
percent of gross national saving and 14 percent of GDP.
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Table 5
Current-Account Balances as Percentages of Gross Domestic
Product1: Averages of Absolute Values of Percentages for Nine OECD
Countries, 1948-1980.2

Year Percent Year Percent
1948 1.86 1964 1.29
1949 2.49 1965 1.14
1950 1.54 1966 1.34
1951 1.93 1967 1.86
1952 1.87 1968 1.72

1953 1.90 1969 0.80
1954 1.24 1970 1.28
1955 1.82 1971 1.93
1956 1.63 1972 1.18
1957 1.48 1973 1.68

1958 1.89 1974 3.13
1959 1.59 1975 3.07
1960 1.88 1976 2.39
1961 1.36 1977 2.07
1962 1.62 1978 1.34
1963 0.64 1979 1.65

1980 2.38

1Data on GDP could not be obtained for all years for Iceland and the Netherlands, so GNP
data were used for them.
2The countries included are Austria, Canada, Denmark, Finland, Iceland, Netherlands,
Sweden, United Kingdom and United States.
Source: International Monetary Fund: Balance of Payments Statistics Yearbook, various
issues; International Financial Statistics Yearbook, various issues; and Supplement on
Exchange Rates, 1981. Organisation for Economic Cooperation and Development, National
Accounts, various issues.

For most countries there has been considerable variation over the
years in the current-account balance relative to saving or GDP, as indicated
by the standard deviations and coefficients of variation shown in columns
6, 7, 10, and 11. With all this variability, is there a tendency for the current-
account balance to net out to zero for the typical country over the years? It
might seem reasonable to expect some such balance of payments con-
straint, on the grounds that in the long run capital-importing countries will
repay their debts, either because of natural shifts in schedules such as those
in Chart 2 or because the governments concerned will adopt policies to
limit the accumulation of positive or negative current-account balances?6

=6In fact, of course, a country’s net indebtedness varies not only with its current-account
deficits but also with "valuation and other adjustments," such as changes in the value of for-
eign holdings of stock in the country’s corporations; see, for example, Survey of Currellt Busi-
ness, August 1981, pp. 52-57.
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dollars) saving balance! Algebraic Absolute deviation variation Algebraic Absolute deviation variation

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (,11)

-13.2 -0.6 3.7 -3.7 5.8 7,7 2.1 -1.0 1.5 1.9 1.9
-41.4 -0.8 8.9 -9,6 10.4 8.4 0.9 -2.0 2.2 1.7 0.8
-15.4 -1.6 5.2 -8.2 10.5 9.8 1.2 -1.6 2.0 1.8 1.1
-7.5 -0.6 3.4 -4.9 7.5 8.5 1.7 -1,2 1.9 2.2 1.8
30.0 0.2 1.9 3.9 5.2 4.8 1.2 1.0 1.3 1.2 1.2

-6.5 -1.6 4.4 -19.4 20.0 14.1 0.7 -3.7 3.8 2.6 0.7
8.5 0.1 0.9 2.2 7.5 8.8 4.0 0.6 1.7 2,0 3.3

24.9 0.1 1,4 0.8 3.0 3.5 4.4 0.3 1.0 1.2 4.2

°5.3 0,2 1.9 4.6 8.3 10.5 2.3 1.3 2,2 2.7 2.1
-16.1 -0.9 3.2 -8.1 13.2 18.1 2,2 -2.1 3.4 4.4 2.1
-11.7 -0.6 2.2 -2.4 4.4 6.7 2.8 -0.4 0.9 1.3 2.9

18.4 0.7 4.2 5.9 9.0 10.1 1.7 1.5 2.4 2.7 1.8

-5.8 -0.1 0.7 ’:’ 5.6 7.2 361.0 0.0 1.0 1.2

41,9 0.1 2.3 1.2 2.3 2.6 2.1 0.2 0.4 0.5 2.1

~ Absolute value.
’=’Less than 0.05 in absolute value,
Source: See notes to Table 4.

>
Z

o
<

o



SAVING AND INTERNATIONAL INVESTMENT F1ELEKE 153

This expectation is supported by the relatively small cumulative cur-
rent-account balances reported in column 2 of Table 6. To shed some addi-
tional light on this issue, we have calculated the number of years that would
be required for each country to reverse or offset its aggregate current-
account deficit or surplus accumulated over the period 1952-1980 if the
country were to run an annual surplus or deficit equivalent to its largest ab-
solute annual balance during this period. The results, presented in column
3, reveal that by this measure most countries could repay or collect their ac-
cumulated deficits or surpluses within a few years; by far the longest "re-
versal period," nearly nine years, would be required by Canada. Even if
this approach substantially underestimates the reversal periods that would
actually be required, those periods would still be short for most countries.

Although the cumulative balances shown in Table 6 are small, occa-
sionally a country does record a very large current-account balance in rela-
tion to gross national saving, as suggested by the measures of dispersion in
columns 6 and 7. This combination of circumstances is consistent with the
view that capital is very mobile between countries but that balance of pay-
ments-related considerations set fairly tight limits on cumulative net capital
flows for most countries. In particular, governments concerned about the
consequences for employment or inflation of continuing sizable current-
account deficits or surpluses may adopt not merely controls but monetary
and fiscal policies designed partially to eliminate or reverse those deficits or
surpluses, influencing relative marginal efficiencies of investment in the
process.~7

The Wider World

The regression results presented in Tables 2 and 3 suggest that for the
13 OECD countries more than 90 percent of an increase in a nation’s sav-
ing gets invested in that same nation over the long run. However, the world
is not confined to these 13 countries, whose experience may be unrepre-
sentative, so extension of the analysis to a much larger sample of countries
is highly desirable. Such an extended application of equation (2) might not
be fruitful for want of sufficiently precise purchasing power parity data; but
an equation such as (1) can be estimated using data for 87 countries com-
piled by the World Bank, and the results compared with those obtained by
Feldstein and Horioka from their much smaller sample of countries.~8 One
suspects that the data for the non-OECD countries included in these 87
may be generally less accurate than the OECD-country statistics, which
themselves present formidable problems. By way of illustration for the
OECD countries, the data on gross saving for the United States published

171n a discussion of external policy targets of major industrial countries, Black (1978, p.
619) argues that "large [current-account] deficits or surpluses would not be sustainable over a
long period of time, though moderate ones could represent a stable pattern of capital flows."
Insofar as the difference between GNSi and GDIi is controlled by government policy, the
models specified in equations (1) and (2) will not detect the "market" relationship between the
two variables.

~SAs we have pointed out, equations (1) and (2) are not equivalent.
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by the OECD in 1981 contain revisions (of the data published in the prior
year) of between 8 and 11 percent for each of the years 1973 through 1978.
But even though enlarging the sample might multiply the measurement er-
ror, the enlargment seems justified by the need to transcend a small and
perhaps unrepresentative sample.

The basic equation estimated was

(3) (GDI/GNP)i ---- a+flo (GNS/GNP)i,

where (GDI/GNP)i and (GNS/GNP)i are average ratios for country i of the
corresponding yearly ratios for 1968 through 1977, the latest year for which
the underlying data have been published by the World Bank. Ordinary
least squares regression results are exhibited in Table 7 for the 87 countries
as well as for selected subsets of the 87. Each coefficient of GNS/GNP is
significant at the 0.01 level.

According to these estimates, over the long term 89 percent of an in-
crease in the saving rate in an industrial country goes to enhance the invest-
ment rate in that country, a finding which is consistent with that of Feld-
stein and Horioka and also with the estimates for 13 OECD countries
presented in Table 2. On the other hand, the comparable figure for both
the 69 nonindustrial countries and the full sample of 87 countries is only 65
or 66 percent. Examination of the residuals for the regressions involving
the 87 countries and the 69 countries disclosed that one "capital-surplus
oil-exporting country," Saudi Arabia, accounted in each regression for by
far the largest absolute residual, whose size and negative sign indicated that
the country’s actual average domestic investment rate was well below that
estimated by the regression equations.~9 Chart 3 depicts this outcome for
the first regression reported in Table 7.

The temptation was irresistible to reestimate without Saudi Arabia, on
the grounds that this "outlier" is in some way sui generis.The results of
these reestimations are reported in Table 7 for "all [countries] but Saudi
Arabia" and for "nonindustrial [countries] less Saudi Arabia." These re-
sults indicate that the gross domestic investment rate in an included coun-
try rises by about four-fifths of an increase in the national saving rate, an
estimate more closely compatible with that for the 18 industrial countries.
Even after the exclusion of Saudi Arabia, however, the estimated coefficient
of the saving rate is somewhat lower for the nonindustrial countries than for
the 18 industrial countries, suggesting that capital is less mobile interna-
tionally for the industrial countries than for the nonindustrial countries! 20

~9"Capital-surplus oil-exporting countries," a classification employed by the World Bank,
included six countries. The available data permitted only two, Libya and Saudi Arabia, to be
included in the regression analysis.

2°Any such inference must be very tentative, partly because/3o in equation (3) should not
be interpreted as equivalent to/3~ in equation (2); see the discussion accompanying Table l.
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Table 7
Regression Equations for (GDI/GNP) for 1968-1977 for Selected Groups of
Countries

Coefficients of explanatory
Countries variables and t-ratios

included GNS/GNP Intercept ~2
All 87 0.662 9.374 0.58

(11.03) (7.21)
18 industrial 0.890 3.347 0.78

(7.78) (1.154)
69 nonindustrial 0.654 9.618 0.55

(9.12) (6.52)
All but Saudi Arabia 0.787 7.150 0.71

(14.52) (6.24)
Nonindustrial less 0.816 6.932 0.70

Saudi Arabia (12.55) (5.36)

Source: Underlying data are from the World Bank, World Tables, 2d ed. (1980).
Note: The 18 industrial countries are Australia, Austria, Belgium, Canada, Denmark, Finland,
France, Germany, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, Sweden,
Switzerland, United Kingdom, and United States.

The 69 nonindustrial countries are Algeria, Argentina, Barbados, Bolivia, Brazil, Burma,
Central African Rep., Chad, Chile, Colombia, Costa Rica, Cyprus, Dominican Rep., Ecuador,
Egypt, El Salvador, Ethiopia, Fiji, Gabon, Ghana, Greece, Guatemala, Guyana, Haiti,
Honduras, Indonesia, Iran, Israel, Ivory Coast, Jamaica, Kenya, Rep. of Korea, Libya,
Malawi, Malaysia, Mali, Malta, Mauritania, Mexico, Morocco, Nicaragua, Niger, Nigeria,
Pakistan, Panama, Paraguay, Peru, Philippines, Rwanda, Saudi Arabia, Senegal, Sierra
Leone, Singapore, Somalia, South Africa, Spain, Sri Lanka, Sudan, Syria, Taiwan, Tanzania,
Thailand, Trinidad and Tobago, Tunisia, Turkey, Uganda, Uruguay, Venezuela, and Zambia.

As was true of the results reported in Table 2, the estimates presented
in Table 7 generally contradict the hypothesis that capital is perfectly_.im-
mobile in the long run. Except in the equation for the 18 industrial coun-
tries, the coefficient for GNS/GNP differs from one at the 0.01 significance
level in every instance.
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Chart 3

GNS/GNP and GDI/GNP, 1968- 1977,
for Eighty-Seven Countries
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Conclusion

The evidence examined in this paper supports the view that, for the
typical nation, especially an industrial nation, only a small fraction of an
increase in saving is invested abroad in the long run. Whether this phenom-
enon should be interpreted as capital "immobility" is another matter, for
international net capital flows--not to mention gross flows--have risen to
large percentages of gross national saving in some countries for periods
longer than a year. The likelihood that investors attach much higher risk to
long-term than to short-term foreign investments (compared to domestic
investments) does not serve to reconcile this high short-term mobility of
capital with its seeming long-term immobility, because international inves-
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tors who eschewed long-term commitments could simply continue to roll
over their short-term investments. A different hypothesis set forth in this
paper is that national policymakers act so as to enforce a balance of pay-
ments constraint which limits the accumulation of current-account deficits
(net debt) or surpluses (net claims). Although fuller testing is needed, this
hypothesis helps to reconcile the high short-term international mobility of
capital with its apparent long-term immobility.
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Stanley W. Black*

One theme of this conference has been that from the point of view of
economic growth, one is interested in national saving, so that policies which
merely reshuffle saving between different groups in the economy do not add
to domestic capital accumulation. Reshuffling abroad counts too. Domestic
saving that is invested abroad of course adds to national wealth. But it does
not add to the domestic capital stock. As we have been forcefully reminded
in the last few years, the United States is not a closed economy, and this pa-
per usefully raises the question of the extent to which increases in national
saving are likely to result in changes in domestic or foreign investment.

It came as something of a surprise to most international economists
when Martin Feldstein and Charles Horioka concluded on the basis of
cross-national regressions that capital was basically not very mobile be-
tween countries in the long run. After all, we had spent the last 10 years ar-
guing over and testing the hypothesis that short-term capital was perfectly
mobile between countries and even perfectly substitutable between assets
denominated in different currencies. In the long-term area, the analysis of
multinational corporations is a highly developed subfield. No matter that
for some of us a purely neoclassical analysis of long-term investment misses
most of the interesting problems. No matter that the evidence does not now
seem to support perfect substitutability of assets denominated in different
currencies. We were still convinced that capital was substantially mobile
between countries. One can argue that short-term capital mobility is high
on the basis of covered interest differentials as shown in Fieleke’s Chart 1.
The volume of private international long-term investment flows has also
been large during the last 10 years of recurrent current-account deficits in
oil-importing countries.

So I am very pleased that Norm Fieleke has taken on the job of con-
fronting the Feldstein-Horioka conundrum. Or is it a conundrum? The ba-
sic idea, as Norm points out, was to regress long-term average investment/
GDP ratios on long-term average saving/GDP ratios across a group of in-
dustrialized countries. With a coefficient of approximately unity, this seems
to imply that increased domestic savings go entirely into domestic invest-
ment, "in the long run." The basic problem with this approach, as Fieleke
convincingly points out, is that the saving and investment rates are jointly
determined. I would add that they are jointly determined even in the long
run by what neoclassical economists called productivity and thrift. And
these factors differ significantly between countries. Furthermore, saving

*Professor of Economics at Vanderbilt University.
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and investment are connected by a well-known identity, and the net foreign
balance component of that identity often shifts around suspiciously like a
random variable.

Norm Fieleke concentrates his analysis on size as a determinant of
both saving and investment, but I think he could go even further. To illus-
trate, I ran the following cross-national regression on ratio data for 23
OECD countries, averaged over the period 1960-1980:

G/Yi = .004 + .998 T/Yi R2 = .895
(13.7)

In this regression G/Yi is the average 1960-80 ratio of government spend-
ing to GDP in country i and T/Yi is the average ratio of government
receipts to GDR~ On the basis of this regression one might be tempted to
conclude that governments always spend their revenues and do not borrow
in the long run! Well, I doubt if many of us would be likely to accept that
conclusion as relevant for economic policy questions. As Rudy Penner has
just pointed out, G/Y has risen faster than T/Y in the United States in re-
cent years and is expected to fall by less in the near future. So if the Feld-
stein-Horioka regressions are not reliable, how should we approach the
question of the degree of long-term capital mobility? Fieleke’s paper tries
several alternatives. First, in Tables 2 and 3, he reruns the Feldstein-
Horioka regressions and some additional ones for net foreign investment
using levels instead of ratio data, after converting savings, investment, and
GDP into dollar terms. I also have reservations about these regressions for
several reasons. First, I believe that size as measured by GDP is not the
only underlying cause of differences in national saving and investment
rates. Other factors, such as the rate of growth of output or productivity
and demographic factors such as the dependency ratio have been found to
have significant influences on cross-national differences in saving rates and
therefore investment rates, as indicated by studies reviewed in the OECD
background paper available to conference participants,z If that is the case,
such factprs should definitely be taken into account.

Second, the Sturm and Blades paper indicated that changes in the de-
finiton of saving can affect the cross-national distribution of savings ratios.
If the adjusted ratios were close to uniform across countries, then the statis-
tical regression would tend to break down. A cursory look at their results
does not suggest that definitional changes will be very important, however.
While the coefficient of variation of gross savings ratios declines from .20 to
.15 with the adjustment for consumer durables, the variance of savings ra-
tios remains about the same, with most of the difference attributable to an

~Data from OECD Economic Outlook, Historical Statistics, 1960-1980. (Paris: Organiza-
tion for Economic Cooperation and Development, 1982), Tables 6.4, 6.5. Data include all
OECD members except New Zealand.

zSee Franco Modigliani, "The Life Cycle Hypothesis of Saving and Intercountry Differ-
ences in the Saving Ratio," in W. A. Eltis, M. F. Scott, and J. N. Wolfe, eds., Induction, Growth
and Trade (Oxford: Clarendon Press 1970), pp. 197 225.
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increase in the mean of savings ratios. Other factors seem to have even less
impact on the dispersion of savings ratios.

More fundamentally, it seems to me that a simultaneous equation ap-
proach is needed to sort out the long-run factors determining domestic sav-
ing and investment rates and therefore net foreign investment. This would
undoubtedly be a formidable job and is clearly beyond the scope of
Fieleke’s paper. George von Furstenburg has made such an effort for the
United States in an article in the IMF Staff Papers, so perhaps he can com-
ment on the difficulties of this approach in the general discussion?

Fieleke’s next attack on the problem is to examine time series data on
current account balances in a group of OECD countries. The data in Tables
4 and 5 show no trends. Table 6 indicates the relatively greater reliance on
foreign borrowing (or lending) that is typical of smaller countries, as
Fieleke notes the inverse correlation between size and average absolute cur-
rent balances. Table 6 further shows that current accounts are quite vari-
able, which is not news to people who try to forecast their movements. This
is the basic piece of information that ought to enable us to dispose of the
Feldstein-Horioka contention. The issue of capital mobility as it affects sav-
ing and investment behavior should be related to capital movements at the
margin, that is, in response to some change in saving or investment incen-
tives. The fact that on average most capital is invested at home is not rele-
vant to the question.

Fieleke goes on to point out that cumulative current account imbal-
ances do not appear very large according to his data. This, as he notes,
could be in response to policy reactions to current account imbalances. Re-
cently I have estimated a series of monetary policy reaction functions that
attempt to determine what internal and external factors appear to be caus-
ing changes in the instruments of monetary policy in 10 OECD countries.4
I found that current accounts as proxied by trade balances were significant
determinants of policy reactions in the 1960s and 70s for France, Japan,
and the United Kingdom. Some indicator of external imbalance, not always
the current account, appeared to be significant for all 10 of the countries in
my sample, although the apparent magnitude of response to external fac-
tors varied considerably from case to case. The United States had the small-
est response to external factors and the United Kingdom the largest, at
least before Mrs. Thatcher took power.

These findings support Fieleke’s view that some part of the long-run
stability in current accounts that is evident in the data arises from eco-
nomic policy. One reason for such policies may be the "noneconomic" ob-
jective of minimizing foreign control over domestic industry or resources,
which is evident in France, Japan, Canada and elsewhere. Another reason
particularly relevant in a period of floating exchange rates is unwillingness

3George yon Furstenburg, "Domestic Determinants of Net U.S. Foreign Investment,"
IMF Staff Papers 27(4) (December 1980), pp. 637-678.

4Stanley W. Black, "The Use of Monetary Policy for Internal and External Balance in Ten
Industrial Countries," in J. Frenkel, ed., Exchange Rates and International Macroeeonomics
(Chicago: University of Chicago Press, 1983 forthcoming).
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to accept the exchange risk inherent in large foreign currency debt obliga-
tions. And even if governments are willing to assume such risks, limits to
foreign borrowing exist even for OECD countries and occasionally are
reached, as witness the cases of the United Kingdom and Italy in 1976.

Fieleke’s paper concludes with an extension of the Feldstein-Horioka
methodology to a larger group of countries, with findings that a.ppear to
contradict the Feldstein-Horioka results. For reasons stated above, I do not
think this evidence is very strong in either direction and would prefer to see
the analysis pursued in some other way.

If the question is the mobility of long-term capital, I believe the cor-
rect approach is to test the responsiveness of direct foreign investment to
factors affecting its profitability. I think the results of such tests support the
conclusion that capital is rather mobile. If the question is mobility of short-
term capital, then evidence on arbitrage and risk premia in forward mar-
kets is relevant information. Here again, I believe the tests support the con-
clusion that capital is rather mobile.

I have recently heard the view that it is inappropriate to look at the
capital account of the balance of payments for such information, that we
must look instead at the determinants of domestic saving and investment
behavior. But these are simply two sides of the same coin, as a quick look at
the national income or flow of funds accounts should tell us. Whether it is
easier to explain foreign investment by itself or as the difference between
total investment and domestic investment is a tactical research question,
not an issue of principle.

Let me conclude with some remarks about implications for policy. I
don’t think we can analyze the effects of incentives to savings and invest-
ment without considering the possibility that their impact leaks abroad. It
should be no surprise that the investment tax credit applies only on domes-
tic investment. The strenuous debates over deferral of tax on foreign source
income and the foreign tax credit-versus-deductibility issue should alert us
to the stake that major U.S. corporations on the one hand and unions on
the other have in foreign earnings and investment. Offshore assembly is im-
portant for U.S. firms and increasingly for foreign firms operating in the
United States. These kinds of location decisions are influenced, if not deter-
mined, by tax considerations. But to find out how they respond, I think we
must look to disaggregated data, not to cross-national data on long-period
averages of aggregated data.



Reflections on Saving Behavior

Robert M. Solow*

Economics needs no special excuse to study the determinants of sav-
ing. It is one of those perennial questions always on the agenda. I remem-
ber being taught that the Founding Fathers, among them Hume and Smith,
had definite views about saving behavior. (I even think I remember being
taught that they held a rather sociological theory--thrifty bourgeois mer-
chants, spendthrift hereditary landlords--and The Fable of the Bees con-
tains the same suggestion.)

Nevertheless, it is no accident--as we deep-thinkers say--that a con-
ference on government policies affecting saving should be taking place
right now. There has clearly been an upsurge of interest in the subject, in
this country and elsewhere. One source of curiosity was the apparent fall in
reported household saving rates in the United States after 1970 and more
particularly after 1975. That may turn out to have been a nonevent, partly a
measurement error, partly a short-run phenomenon, partly a shift to other
forms of saving, we are still not sure. But whether it happened or not, it
helped to focus attention on the saving rate. A more substantial impulse
came from the international comparisons, now refined and analyzed in the
valuable OECD work of Sturm and Blades. At a time when the U.S. econ-
omy felt itself to be losing out in competition with other countries, espe-
cially West Germany and Japan, both in international competitiveness and
in general economic performance, it was natural to ask: what do they do
that we don’t do? Clearly one of the things they do is to save and invest a
larger share of aggregate income.

Now, of course, raising the saving rate has become a declared object of
national policy. The arguments offered on behalf of the policy are not al-
ways cogent; and the particular policy measures proposed are not always
effective. But it is easy to see why questions about saving behavior are now
of special interest. A question can be of interest without being interesting:
think of the somewhat related fuss about imminent "capital shortage" just a
few years ago. As I mentioned at the very beginning, however, the study of
saving is a hardy perennial. It is so closely connected with other aspects of
social and economic structure that the basic questions may never be per-
manently settled. As the dairy industry used to say about milk, you never
outgrow your need for the study of saving behavior.

To the eye of an economic theorist, those large international differ-
ences in saving rates are the obvious target for explanation. Reasonable
p~P!~ may ~iffe~ ~ou~
ical distinctions between parameters. But if theory can contribute anything

*Institute Professor of Economics at the Massachusetts Institute of Technology.
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to the study of actual saving behavior, it ought to be able to give a mean-
ingful account of the possible sources of gross differences like those we see
across countries in the figures of Sturm and Blades.

Here a digression is in order. In making international comparisons, we
can choose among the household, private, and national saving rates. A be-
liever in the applicability of the Ricardo-Barro equivalence theorem would
choose the national saving rate. If the government budget can neither ab-
sorb private saving through deficits nor supplement it through surpluses, be-
cause households will take whatever offsetting actions are needed to en-
force their own intertemporal plans, then it will be the national saving rate
that registers the intentions of the private economy. (There is no further
implication that public policy is powerless to influence the saving rate. No-
body doubts that a shift from income taxation to a consumption tax would
induce an increase in national saving at a given level of economic activity.
Any regulation that affects the private incentive to save could do as much.
It is only the aggregate budget process that has no force.) Someone like
Penner or me, who believes that the Ricardo-Barro proposition is a poor
guide to the way the world actually works, will conclude that a country’s
national saving rate is in part a political decision. Whether that decision is
made sensibly or not, economic theory will have little to say about the pub-
lic component of international differences. The choice of an object for anal-
ysis will be between the household saving rate and the private saving rate. !
prefer the aggregate private saving rate, because any wealth-oriented the-
ory of saving will suggest that increments of asset value, wherever they are
located, will be of approximately equal relevance to the saver. It may be
noticed that this is the sort of reasoning that, carried much further, leads to
the Ricardo-Barro proposition. That is as it should be, because one of my
objections to the Ricardo-Barro view is precisely that it carries a reasonable
idea too far, and asks it to function in inappropriate circumstances.

Well, then, why is the private saving rate in the United States x percent
and that in Japan 2x percent? There is one sort of explanation that hardly
ever occurs to an economist contemplating those figures, but might be the
first thought in the mind of a civilian. The Japanese save more because they
are the sort of people who save; they are naturally thriftier than we are. Or
perhaps they live in a culture that inculcates and values the habit of thrift
and the results of thrift more than ours does. Such a response would not
have seemed strange to Alfred Marshall who, if not a Founding Father, is
certainly a Great Uncle. When he came to consider saving behavior (in the
Principles) Marshall wrote: "(T)he causes which control the accumulation
of wealth differ widely in different countries and different ages. They are
not quite the same among any two races, and perhaps not even among any
two social classes in the same race. They depend much on social and relig-
ious sanctions... (T)he chief motive of saving is family a,ff, ection."

.... iT {hi{ wel’d th~ ~6ri:~dt a~g~~~ t6 t~e q~e~ti~n; it wonla be a matter of
some importance for the agenda of this conference. The main reason we
are struck by the high Japanese saving rate is because we wonder how the
U.S. saving rate could be made to look more like it. If the anthropological
explanation were the right one, it would suggest strongly--though it does
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not prove--that there is not much public policy could do. However much
we might wish to achieve a Japanese saving rate, and even if we wished it
for the right reasons, it is idle to suppose that we would or could Nipponize
our culture, the socialization of our children, our attitudes toward the old or
to the family, or whatever it would take to achieve the goal. (This is only a
suggestion and not an air-tight argument because nobody believes that na-
ture and/or nurture determine the saving rate to two decimal places. Even
an unthrifty society can be induced to save more by economic incentives. It
just seems unlikely that differences as large as those between top and bot-
tom in the international pecking-order could be obliterated unless eco-
nomic incentives were driven intolerably far; and maybe not even then.)

Having raised that question, I want to sketch an economic theorist’s
answer to it. Most of us hold to a life-cycle theory of saving in one form or
another. As several participants in this conference have argued, the life-
cycle model is not an unmitigated success; for example, it has difficulty in
accounting for the cross-sectional distribution of wealth by age. Neverthe-
less, that is the vehicle I shall use. For my purpose, familiarity and general
acceptability are all-important. It would do me no good to invent an ad hoe
theory of saving for checking out the significance of "anthropological" vari-
ations in the parameters. It comes easily to mind, for instance, to enter
wealth itself in the representative saver’s utility function (and no doubt this
would help to explain the continued saving of the old); but after having re-
marked sagely that a stronger preference for wealth would lead one to save
more, I would have no well-worn standard with which to compare paramet-
ric variations.

Even within the life-cycle context, I shall simplify, though I am not
happy about that. In igarticular I ignore uncertainty (because it is difficult
to deal with and has ambiguous effects on saving), liquidity constraints (be-
cause it is known that their binding presence encourages saving), and social
security (because its effects are the subject of current controversy.)

In the absence of uncertainty, then, saving arises for two reasons. The
first is what Harrod called "hump-saving": accumulation and decumulation
of assets arising because the representative household wants a lifetime con-
sumption pattern that is smoother than its lifetime profile of earnings. Sav-
ing for retirement is the most important factor here. The hump of assets is
built up during the working life and run down during retirement. It is well
understood that this mechanism causes the saving rate to depend on the
age distribution of the population. A rapidly growing population will have
relatively fewer households of retirement age and relatively more still work-
ing, and therefore generally a higher saving rate. (The burden of support-
ing minor children must also be factored into such calculations.) The sec-
ond reason for saving is the accumulation of a bequest to be passed on to
!~ ~ ~[~!~: ~h~ e~i~n~ o~ u~ce[t~i~y abo~ inc~e ~d costly
contingencies generates a precautionary motive for saving as well.)

Sociological and cultural influences on saving behavior enter an eco-
nomic model like this primarily through parameters describing tastes. In
the life-cycle framework, there are three points at which tastes must be
specified: (1) a time-preference or utility-discount rate, (2) a weight to be
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attached to the bequest motive, and (3) the choice of an instantaneous util-
ity-of-consumption function, especially its concavity, which will affect the
desired degree of consumption-smoothing. It is worth pointing out that the
major analytical discussion in the literature of international comparisons
from the life-cycle point of view--Franco Modigliani’s 1970 article--sim-
ply dismisses the possible significance of intercountry differences in taste
with the remark that the parameters of the saving function do not seem to
be very responsive to such forces within the relevant range of variation.
Modigliani concludes that "... all the evidence supports both qualitatively
and quantitatively the role of the two principal variables suggested by the
life cycle model, productivity growth of income and the age structure of
the adult population. Furthermore, these variables appear to account for
two-thirds to four-fifths of the inter-country variance in the saving ratio."
That would leave some room for policy, but not a lot, because it is far-
fetched to imagine the age distribution as a tool or object of policy, and the
rate of productivity growth is not easily controllable either, in practice.

Until quite recently there has been little discussion of even something
as "obvious" as the bequest motive as a source of intercountry differences
in saving rates. I have the (casual) impression that this neglect was more or
.less accidental. In the early days of life-cycle theory, it was natural for
Modigliani and others to assume away the existence of bequests in the
search for the simplest formulation of the theory that would highlight its
most novel feature, the emphasis on hump-saving. Then a well-known pa-
per by James Tobin used carefully constructed numerical examples to show
that hump-saving alone could generate substantial net saving in a growing
population. Tobin concluded that "... it seems quite possible that life cycle
saving can account for the United States capital stock." The combination
of convenience and parsimony tended to favor playing down the bequest
motive.

Lately, however, the opposite conclusion seems to have gained force.
Numerical calculations by Betsy White imply that pure life-cycle saving by
itself can not generate a realistically high volume of saving. Unfortunately
such numerical experiments are not very transparent. S0derstr~Sm com-
ments: "The reason why White and (Tobin) reach such different conclusions
is not quite clear. Since their models are similar in general design, the rea-
son has to be sought in differences of details, and those are numerous ...
(O)ne can only say that details are very important." That is bad news for
the theorist. Nevertheless, White’s results at least suggest that it might make
sense to supplement hump-saving with the desire to accumulate a bequest.
SOderstr6m’s own contribution is entirely consistent with this suggestion.
He too does numerical exercises with a model in which there are no
planned bequests. But there is uncertainty about time of death, and so
some individuals die unexpectedly soon, owning positive net worth which is
passed on to survivors. These transfers (also unexpected) will be saved, at
least initially, and show up in measured aggregates. In S~derstr~m’s formu-
lation of the life-cycle model, these unplanned bequests turn out to be very
important. The model can generate saving rates as high as those observed
(in Sweden, to which the model is calibrated) and even higher.
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Finally, Kotlikoff and Summers proceed differently, though still
within the framework of the life-cycle theory of saving. Instead of making
hypothetical calculations to show what the theory would predict for reason-
able parametric specifications, they took at profiles of earnings and con-
sumption by age to estimate the stock of life-cycle wealth directly. They
find that life-cycle wealth accounts for only a small fraction of aggregate
private wealth in the United States. They say: "The evidence presented in
this paper rules out life-cycle hump saving as the major determinant of
capital accumulation in the U.S. economy. Longitudinal age-earnings and
age-consumption profiles do not exhibit the kinds of shapes needed to gen-
erate a large amount of life-cycle wealth accumulation... Intergenerational
transfers appear to be the major element determining wealth accumulation
in the United States."

My tentative conviction is that this view of the matter is essentially
right. It is reinforced by general qualitative considerations. The natural
temporal habitat of a theory emphasizing the life cycle ought to be periods
of 50-100 years. Over historical time, the impression is inescapable that
successive generations start (economic) life with larger per capita endow-
ments of tangible wealth than their predecessors. Since the distribution of
wealth is known to be highly concentrated, this description need only apply
to the relatively small group of families owning among them a large share
of the capital stock. But then it becomes important to understand how the
bequest motive influences the saving rate.

I want to report one primitive experiment along this line. It is too
crude to provide more than a hint that there is something worth exploring,
but I have limited myself to what could be done with pencil and paper and
a small hand calculator. The version of life-cycle theory I adopt is essen-
tially that described by M. Yaari.l

The representative individual is born (at age 20, say), works for 45
years, lives in retirement for 10 more years, and dies. The population is
constant and so, in this one-person-shay world, the age distribution is uni-
form. An individual born at time zero starts with an inheritance that I set
equal to some multiple of the annual wage at time zero. (Later I put that
multiple equal to one, so the representative person inherits wealth whose
present value discounted back to age zero (calendar age 20) is one year’s
pay at the wage ruling at time zero.) The annual wage is independent of age
but grows exponentially through time at 100g = 2 percent a year. So
everybody of working age at time t earns yoeXp(.O2t). At birth, the individ-
ual disposes of the present value of the rising earnings over a 45-year work-

~Afler the conference was over, Peter Sturm called my attention to a characteristically lu-
cid article by Michael Farrell ("The Magnitude of ’Rate-of-Growth’ Effects on Aggregate Sav-
ings," Economic Journal LXXX (Dec. 1970), pp. 873-894) that I had missed. It is exactly in the
spirit of my paper, though with much more extensive computation. As its title indicates, Far-
rell’s work is aimed at the sensitivity of the saving rate to the rates of growth of population and
earnings, whereas I fix those. It is hard to compare his results on other parameters with mine,
but there is to my eye some hint that "incidental" details may matter. This suggests a lot of
handles for policy, but also warns that surprises are easily possible.
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ing life, plus the inheritance already described. The (real) interest rate is
constant at 3 percent a year.

The same individual, at birth, plans consumption over a 55-year life
span. S/he maximizes

55 ~t
fe u(c)dt + kv(b)
o

wherej is a rate of time preference, u(.) is the instantaneous utility-of-con-
sumption function, and kv(b) is the utility of contemplating a bequest of
amount b to one’s descendant. I imagine the bequest to be paid out at
death. The number k is a parameter carrying the strength of the bequest-
motive. I setj = .01 and have not bothered to try other values. We know
about the qualitative influence of time preference on the propensity to
save. Atj = .01, a person at age zero discounts utility at age 55 by about
one-half. Some economists have experimented with rates of time prefer-
ence as high asj = .04. In that case, the discount factor over a 55-year life
span is one-tenth; from the vantage point of age 38, I can feel that must be
wrong. As usual, I have taken u(c) = c~ t,/(1-h) and experimented with a
few values ofh in the range from h= 1 to h=2. I have also taken v(.) to be
the same function as u(.), even to the same value of the elasticity parame-
ter. It is simply a great arithmetical simplification to do so, and there
is nothing much against it. I will come back to the bequest-parameter k
later on.

The choice of a consumption profile is subject to a constraint that I
need not write down in detail. It merely requires that the present value of
the inheritance plus the present value of earnings over the working life
equal the present value of the bequest plus the present value of consump-
tion over the life span. All this discounting is done at the interest rate
i(=.03), so there is a tacit assumption that the capital market is perfect.
Many others have studied the effect of a social security scheme in this con-
text, so I ignore that question.

The rest is routine. Optimal consumption at age a is proportional to
exp((i-j)a/h). Since I have the interest rate (.03) bigger than the utility dis-
count rate (.01), optimal consumption grows throughout the lifetime. The
return on savings is big enough to overcome normal impatience. If h : 1
(the logarithmic utility function), consumption grows at 2 percent a year. If
h =2, so that the marginal utility of consumption falls considerably faster,
consumption grows at only 1 percent a year over the lifetime; greater
smoothing is achieved.

The level of the consumption profile and the size of the optimal
bequest are determined together to meet two conditions. Consumption at

due allowance for interest earnings, any such variation in saving can be
translated through time into a corresponding change in the bequest. Op-
timality requires the obvious utility-balancing at the margin. In addition,



168 SAVING AND GOVERNMENT POLICY

of course, the consumption level and the bequest are tied together through
the lifetime budget constraint.

The first result I want to report is about the sensitivity of the saving
rate to variations in the bequest parameter (called k). The model can
be calibrated to give results that are not outlandish. For instance, with
the specifications already made (time preference rate=.01, productivity
growth rate=.02, interest rate = .03, working life =45 years, lifetime (from
age 20)=55 years, inheritance at age zero=one year’s wage at that time),
the choice h= 1, k=0.7 leads to the following results: the optimal bequest
is (approximately) equal to one year’s wage at the time of bequest, and an
aggregate saving rate of about 12 percent. The optimizer thus leaves a
bequest equal to exp(55(.O2))=exp(1.1)=3 times the inheritance s/he had
received 55 years earlier, but that just allows for rising incomes. In calcu-
lating the saving rate, national income is defined as aggregate wage income
plus interest at 3 percent on the aggregate wealth of the population
summed across the uniform age distribution. By the way, with these pa-
rameters, the wage share in aggregate income is about 85 percent, and the
wealth-income ratio is about 5:1.

Now suppose the bequest parameter is changed to k=0.8, with the
rest of the specification as before. The size of the optimal bequest rises by
about 15 percent. But the aggregate saving rate does not change at all to
two decimal places. If k is reduced to 0.5, the optimal bequest is 30 percent
lower than with k=0.7, but again the saving rate moves imperceptibly.

Obviously I should spend my spare time replicating these calculations
for other parameter-sets, for a growing population, for alternative initial
inheritances, etc. For now, I interpret the model as saying that modest
changes in each generation’s concern for its heirs will have very little effect
on the aggregate saving rate. Since more than modest changes in such atti-
tudes are not likely to be achievable, there is not much to be gained in that
direction. The intuitive reason why modest changes in the bequest motive
have so little effect on the saving rate must be something like the following.
If the bequest is the order of magnitude of one year’s income, then the in-
tention to accmnulate a somewhat larger estate will not call for any large in-
crease in saving in any given year. The added saving effort will be spread
over a lifetime according to the standard marginal equivalences. The effect
on the saving rate will be further moderated by the extra interest income
earned en route. It seems likely that this generalization will be approxi-
mately true even if the target bequest is a bit bigger than one year’s earn-
ings so long as it constitutes a number of years’ earnings, that is, small com-
pared with the working lifetime.

The implication for international comparisons is trickier. It is clear
from the mathematics that a sufficiently large value of k can drive con-
sumption toward zero. So it is possible in principle that Japanese save more
~h~ A~i~ang ~ri~ril~ b~ they j~ get ~eh more ~fi~fa~tiOn
from providing for their heirs. Somehow I doubt that; but it would take
comparative data on inheritances and incomes to check it out.
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The second preference-indicator is h, the concavity-parameter. Here
the story is rather different. I go back to k=0.7. With logarithmic utility,
h= 1, the bequest keeps pace with earnings, and the aggregate saving rate is
12 percent. Let h= l l/~, so the representative saver experiences more
sharply diminishing marginal utility of consumption and thus is more risk-
averse, more desirous of smoothing consumption over the lifetime. Some-
one with h= 1~/2 leaves a bequest about a quarter smaller than someone
with h = 1, but such a population’s saving rate falls only to 11 percent. If,
however, we set h -= 1.75, the bequest falls another 6 percent below the level
ath= 1 and the saving rate drops to 7½ percent; and at h=-2 (a value rec-
ommended by Ragnar Frisch, I think) the saving rate falls drastically to 4
percent. Evidently the effects of this parameter are strongly nonlinear, and
the impact on the saving rate can be dramatic.

Remember that these calculations automatically equate the elasticity
parameters in the utility functions for bequests and for own consumption.
That was done for mere arithmetical convenience, though it is perhaps not
bad to assume that tastes which saturate more quickly with respect to con-
sumption will do so also for bequests. Anyway, it is pretty clear that the
main effect of sharper concavity is to reduce the desired rate of growth of
consumption over the lifetime, to favor the early low-income years. It seems
to me entirely possible that the sort of difference in tastes captured by vari-
ations in h could dominate international comparisons.

That would be a pessimistic conclusion from the policy standpoint.
There are some puzzles, however. It goes against deeply entrenched cliches
to conclude that Germans and Japanese save more than Americans because
they are insatiable gamblers, while we are unambitious conservatives who
soon tire of the pleasures of high consumption. But of course the differ-
ence, if there is one, need not refer to personality type. It could reflect insti-
tutional differences that favor or disfavor the conversion of a rising income
stream into a more nearly level consumption profile. That effect could be
modified by policy, though it is hard to imagine how a democratic govern-
ment would justify depriving its citizens of borrowing opportunities they
have customarily enjoyed.

Another cliche, that Americans are more oriented toward the short run
than others, that we "want it now," does suggest itself. That sounds more
like a statement about time preference, however. I commented earlier that
small values of the time-preference parameter (in the neighborhood of .01)
sound most plausible. A little experimentation shows that minor variations
around so small a rate of discount do not have dramatic effects on the sav-
ing rate. The possibility remains that there may be very large intercultural
differences in time preference. They would, of course, strongly affect the
saving rate in a well-understood way. It is not clear that economic policy
could, or should, do anything to increase a private saving rate that is low be-

...... cause citizens do not care much about the future~ !f there is asocial rate of
time preference that is Systematically smaller than the private rate, for the
sorts of reasons that have been discussed in the literature, it would seem
more straightforward to give effect to the social interest through the gov-
ernment’s contribution to the national saving rate.
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My conclusions from these "anthropological" experiments are on the
whole pessimistic. Small changes in the bequest-motive and in the rate of
time preference have only small effects on the saving rate. Drastic changes
would no doubt have large effects, but there is no opening for economic pol-
icy in that observation. No democratic government could or should try de-
liberately to generate big changes in the preferences of its citizens, espe-
cially not when the parameters in question may have deep cultural roots
and are not obviously self-destructive.

The case of the concavity parameter is slightly different. It is far from
clear what constitutes a "small" difference in the elasticity of the marginal
utility of income, but one has the impression that the saving rate is fairly
sensitive to changes in the speed with which marginal utility diminishes. It
is tempting to think of this parameter as measuring risk-aversion; if it is
"too much risk-aversion" that makes the saving rate "too small" then, even
if public policy can do nothing about preferences, it can certainly do some-
thing about the degree of risk to which private savers are exposed. But
there is no uncertainty in the simple model I have used as a trial horse. We
know from other models that do admit uncertainty that there are offsetting
effects to be dealt with. Strong risk aversion (rapidly diminishing marginal
utility of income or wealth) favors saving to protect the saver against pain-
ful unfavorable contingencies, and also works against saving because the
added interest income is not much valued. Under certainty only the latter
effect operates; a high value of h goes against saving in order to achieve a
flatter lifetime consumption profile. Somehow I doubt that governments
will have much luck in preaching either the Puritan ethic or the pleasures
of the pot of gold at the end of the rainbow.

The life-cycle model has something to say, in principle, about the ef-
fectiveness of interest rate variations in stimulating saving. As Marshall
knew, of course, there are offsetting effects; bequests, for instance, are
cheaper to accumulate but it takes less saving to accumulate them. The net
effect can go either way. In the model used here, it turns out that a rise in
the real rate of interest from 3 to 4 percent does indeed increase the saving
rate: from 12 to a bit under 15 percent in the base case. Tobin does not ad-
dress that question directly in his simulations with a life-cycle model, but
his calculations seem to imply a similar favorable effect of higher interest
rates on saving. White’s calculations with an apparently similar model pro-
duce the reverse effect: a higher interest rate is accompanied by a lower
saving rate. This finding points up S6derstr~m’s discouraging remark that
the details seem to matter in these models. It might be worth someone’s ef-
fort to discover just why these two experiments yield contradictory answers
to important questions, but it is hard to imagine who would go to the
trouble.

When theory suggests offsetting forces, one says we are faced by an
........ empirical question; but in someways that is even more discouraging~ Over

the years, we had come to accept a piece of folk-econometrics: no one had
succeeded in finding a reliable interest rate effect on saving, and so macro-
economics proceeded on the presumption that the saving rate was effec-
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tively independent of the interest rate. But now first Boskin and then Sum-
mers claimed to have found a significant and substantial positive effect in
U.S. time series. In principle, why not? The passage of time adds new obser-
vations, more sophisticated statistical techniques, and clever new formula-
tions. Still more recently, however, Friend and Hasbrouck have reviewed
the new evidence and concluded that it will not stand up. It is too sensi-
tively dependent on particular definitions, particular sample periods, and
particular formulations. The only robust result is the old folk result.

The sad part of this story is the suggestion that applied econometrics
could become a forensic subject. One fears that econometric testimony
about the effect of interest rate changes on saving--or the effect of un-
funded social security wealth on private saving, to take another prominent
and relevant example--is on the same footing as psychiatric testimony
about John Hinckley’s sanity. That is to say, it provides moral support for
one side or another, but no one would confuse it with scientific evidence. In
this state of affairs, it seems plain that robustness is the prime econometric
virtue. On that basis, there is no solid intellectual foundation for the notion
that feasible variations in the after-tax return to private saving are a good
way to increase the share of private income saved.

Economic theory could have something to say about a logically prior
question: is there any good reason to desire a higher private saving rate
than there actually is? The natural place to look for an answer is in the the-
ory of optimal capital accumulation, with the caution that so abstract a
theory can not be asked for more than order-of-magnitude indications of
the socially optimal saving rate. To avoid complications, I shall limit myself
to steady-state calculations.

Right at the start, there is a subtle distinction to be made. The liter-
ature contains two versions of the quantity "society" should be thought to
be maximizing. One version suggests

fe-"’c~-t’/(1 -- h) dt.
o

The notion is pretty much as before: c~ t,/(1 - h) is the (social) utility of a
per capita rate of consumption equal to c, and a is a rate of (social) time
preference. This discounted social utility is to be maximized subject to ini-
tial conditions, a given time path for the labor force, and a technology that
converts accumulated capital and available labor into an output that can be
used either for current consumption or for capital accumulation. Under
generally acceptable technical assumptions, it is traditional to show that
the optimal policy drives the saving rate to a steady-state value

s*~ .............gb ................................................
a+n+hf
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where b is the (Cobb-Douglas) elasticity of output with respect to capital in-
put, f is the rate of (labor-augmenting) technical progress, n is the rate of
growth of the labor force, and g = n +f is the "natural rate of growth" of the
economy.

I happen to prefer this formulation. The literature also suggests an al-
ternative, in which the integrand above is multiplied by e"t. The idea is that
society "credits" itself at each instant not with the discounted social utility
of consumption per head but with that quantity multiplied by the number
of people enjoying the representative utility level at that instant. There is
no point in arguing the pros and cons here; obviously this alternative for-
mulation leads to a larger optimal steady-state saving rate if the population
is growing, because it pays to shift consumption to the future, when there
will be more people. This higher optimal saving rate can easily be seen to be

a+hf

To get a feel for the magnitudes, suppose we put n = .01 andf = .02
(although this may be an optimistic figure after so many years of stagnating
productivity). Then g = .03. I continue with a = .01, as if the social rate of
time preference were the same as the private discount rate used in the life-
cycle calculations. I owe to Peter Sturm a reminder that the use of these for-
mulae as bench marks calls for explicit attention to the difference between
gross and net saving and gross and net income. In theory, optimal saving
rates are net concepts. In practice that means being careful about the value
assigned to the elasticity b. (I would add that the breadth of the capital con-
cept must also affect b.) In the United States, capital consumption allow-
ances in the national accounts run about 10 percent of GNE That suggests
a value of b between, say, .15 and .20.

Then s* ranges from 11 to 15 percent ifh = 1, and from 8 to 10 per-
cent if h = 2. Setting the social rate of time preference equal to zero, as
Frank Ramsey thought proper, would increase s* to 15-20 percent with
h = 1 and 9-12 percent ifh = 2. Going back to a = .01 but settingf = .01
leaves s* at 15-20 percent ifh = 1 and makes it 11-15 percent ifh = 2.
The alternative formulation leads to larger values of s**, going as high as
221/z percent at its maximum.

What should a reasonable person make of this? The numbers are not to
be taken literally, of course. But I do not think they are totally irrelevant.
Policy talk sometimes seems to take it as axiomatic that it would be a Good
Thing to promote a higher saving rate. Even an excessively formal model
like this one has the merit of forcing one to provide reasons. The classical
reason for Growthmanship still holds: if private savers discount the future
more drastically than "society" ought, then private saving will fall short of

............ the social optiin-um: One co-ald make the same argument in terms of a dif-
ference in the relevant risk premia for private decisions and social deci-
sions. I notice with regret that the slippery concavity parameter h turns out
to be important here too, but I don’t know that one can make much of that,
for reasons already mentioned.
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Do we actually save too little? Presumably it is the national saving rate
that should be compared with s* (or s**). Presumably also at least some of
the Sturm-Blades adjustments should be made to the current figures from
the national accounts; logic would seem to call for the inclusion of con-
sumer durables and at least public nonmilitary durables in the total. In
those terms, the gross national saving rate in the United States is at least 24
percent, and shows no downward trend, according to Table 13 in Sturm and
Blades. In net terms, the adjusted saving rate must be close to 15 percent.
That is in the ballpark bounded by the theory of optimal capital accumula-
tion, and could even be on the high side. Even without consumer durables,
their figure is 18.6 percent. Robert Eisner rightly calls attention to the fact
that these are all steady-state calculations. If other countries are moving up
to their steady-state capital stocks, while the United States is more nearly
there, a further reason for the observed international difference emerges.
Leaving aside the arguments about divergence of private and social costs
and benefits, the possibility exists that it doesn’t matter much that we don’t
know how to fix the saving rate, because it ain’t broke.

There is, after all, something fishy about the current enthusiasm for
saving incentives. In the first place, as I have just argued, no very good rea-
sons have been proposed for believing that the national saving rate in the
United States is too low. (I do not count merely pointing at Japan as a rea-
son, although I would be happier if we understood the Japanese economy
better.) Nor do the data of Sturm and Blades suggest that the national sav-
ing rate has been falling. Taking a longer period of time would almost cer-
tainly reinforce that finding.

Secondly, as Jump argues convincingly for Canada, the incentives that
have been proposed and enacted for increasing the household saving rate
are uncertain, maybe even perverse, in their effects. In this country, no one
argues that the All-Savers Certificates, for instance, generated any measur-
able ceteris paribus rise in personal saving. If it were desirable to engineer
an increase in the household saving rate, there are more effective ways: a
shift from the taxation of income to the taxation of consumption is one ob-
vious possibility, though I hasten to add that so drastic a change would
need to be considered from many points of view, especially since the need
for more personal saving is not firmly established. The particular incentives
for saving that have been proposed--in Canada too, apparently--are so
uniformly in danger of turning into mere lump-sum transfers to the well-
off, that a person with even an ounce of healthy cynicism is bound to won-
der if that were not their primary purpose.

Third, whatever the long-run need for national saving may be, there is
no intelligible case to be made that the volume of plant and equipment
spending in the United States is now or in the near future limited by an in-
adequate willingness to save. At a time when capacity utilization rates are

....... below 70 percent and not visibly going up, it is hard to believe that an in,
vestment boom is waiting to be touched off by incentives for personal sav-
ing. (I noticed that Secretary Regan is trying to direct the public’s attention
away from the prime rate, because he thinks that it gives the impression
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that the level of interest rates is higher than it actually is. He said some-
thing about our need to get people into the banks and borrowing. Are we
all Keynesians again?) As several papers in this conference have noted, it
would make far more sense to be thinking about sweetening the inducement
to invest than about raising the propensity to save, and Auerbach’s paper
shows how it can be done.

Fourth, this whole line of argument suggests the wisdom of a policy di-
rection that will be nostalgically familiar to at least two Old Growthmen in
this group: a shift toward easier credit and tighter fiscal policy, with the
first looking after the inducement to invest and the second providing the
saving through the public budget. It goes without saying that Old Growth-
men know full well that this is a policy that makes sense only when the
economy is operating near its normal capacity to produce.

Which brings me to my fifth and last point. There is an incomparably
larger source of personal saving waiting to be tapped than any fiddling
with the taxability of interest could generate. If I may give it a name, how
about the multiplier process? The GNP gap can hardly be a lot less than 9
percent of current output. I do not know what the best estimate of the mar-
ginal national propensity to save is, but if the short-run multiplier is a little
less than two, the national marginal propensity to save--counting in re-
tained earnings and induced tax revenues--must be close to one-half. So a
mere closing of the gap would add 4 percent of GNP to the national saving
rate. I understand the dangers of overheating an economy not yet out of the
inflationary woods; and I realize that any initial expansionary impulse
might come in part from a step reduction in public saving. The point of this
exercise is only to underline the wisdom of Penner’s willingness to trade
stimulus later for stimulus now--which I would make more overt--and to
remind you "where the saving will come from."
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Henry C. Wallich*

When I read Bob Solow’s elegant paper, I thought I had a few things to
say. After then looking at all the other papers, I realize that everything has
been said before. ! can only make a few remarks from, as it were, an intui-
tive perspective rather than with theoretical rigor or econometric analysis.
I fear that Bob is correct in suggesting that this discussion of whether to
stimulate saving has some of the aspects of the discussion of John Hinck-
ley’s sanity. It is always pro domo. No matter what you hear about what kind
of tax change is needed, it always ends up with a tax benefit for the speaker
or his constituency. I am just as suspect here as anybody else.

I share the perplexity as to the need for accelerated growth. I used to
feel quite strongly about that need, mostly on the grounds of international
power relationships and also in order to ward off domestic pressure for re-
distribution. ! feel a little less hopeful now that those things are going to be
resolved by accelerated growth, but I think growth is still a desirable objec-
tive. However, I also feel uncertain whether accelerated investment is the
way to get accelerated growth. Bob Solow was one of the first to cast doubt
upon that seemingly obvious proposition. One proposition that I think is
reasonable is that if we want more investment, then we need more savings.
To fiddle with investment makes sense only if that produces more saving.
The only way in which encouraging investment will raise saving is if by
raising investment, we first raise interest rates and if saving then responds
positively to that higher interest rate. As Bob has pointed out, on a folkloric
basis that is a mute subject. We do not know if there is an effect or not.

As far as Bob’s parting shot is concerned to the effect that given pre-
sent-day excess capacity and unemployment, there is really no need to
worry about saving, I would say yes to that in a short-run view. But when
one fiddles around with anthropological parameters and thinks that maybe
one can change various propensities of the population, one does have to al-
low some time. Over that time, the Federal Reserve and the Congress may
get us back to a higher rate of capacity utilization.

Let me look at some of the motives for saving that appear in Solow’s
paper, beginning with the life cycle hypothesis. Somehow it seems to me
that in this particular area, economists are dealing with motivations as if
they were looking at an alien species; they are not looking at human beings
but at an ant hill and are trying to explore why they run in one direction or
another. It seems to me that the life cycle hypothesis violates a very basic

......................instincb.--the acquisitive instinct~ People do not tike to decumulate, Once .......
they have got something, they like to hold on to it. They are aware that they
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cannot take it with them, and they are also aware that if they could, it
would only melt there. Nevertheless, I think there is a profound reluctance
to use up one’s savings. You see that in the way people have organized their
savings. If we wanted to implement the life-cycle hypothesis in our personal
lives, then presumably we would all be buying annuities. Now we are, of
course, buying some annuities as well as relying on Social Security. We rely
quite heavily on pension funds and some life insurance. These usually take
the form of an annuity. But the great bulk of savings, I think, is still in dis-
cretionary rather than contractual form. People could have changed that
by relying more heavily on pension funds and on life insurance but they
have not. They invest in deposits, they invest in money market instruments,
they invest in securities and real estate. The Federal Reserve flow of funds
tells us that these are the bulk of investment.

Now look at the bequest motive. Everybody has a desire to leave his
children a good education. That is one bequest everybody makes who can.
They like to make this bequest early in life. Perhaps that is another reason
for including investment in human beings in total savings, with education
as part of total investment expenditure.

Other than that, the bequests that Bob analyzes are really very small
ones. Two or so years’ income is not very much, and it is not only too little,
it is also too late. By the time a person’s life expectancy expires at 75 or so,
his children are not very far from retirement themselves and they do not
need the bequest. Moreover, they are probably making a great deal more
than daddy, at least if their daddy is in the academic line, and so he really
is not doing a great deal for them. There may be some sense of social obli-
gation here, and being near Newburyport puts me in mind of the late John
E Marquand and The Late George Apley. You may recall in that book that
there is a scene where George’s father tells him how to use his money. You
take your income, the father says to George, and divide it in two equal
parts. One part you set aside for saving. He does not say for bequests, he
just says "save it." The other half you again divide into two equal parts, one
of which you give to charity, and the other half, which is one-fourth of the
total income, you spend for your living needs. Now that was a good bour-
geois attitude, just like the bourgeois attitude that a man should not retire
until he has enough to maintain his standard of living in retirement and
still save a little. As you know, the data we have on our aged seem to say
that although they may not be maintaining their standard of living, never-
theless, they are still saving. This acquisitive instinct, I think, is at work
rather than a bequest motive.

Last, I turn to the precautionary motive that Bob mentioned. The pa-
per first eliminates uncertainty and later admits it. By eliminating uncer-
tainty, Solow arrives at a very peculiar proposition, namely that risk aver-
sion reduces saving, and that is quite true. If there is no uncertainty, then

.......................~h~ ConCavity ~ame~er ~g ~ly ~ ~ffe~ of maki~ ~opl~ wafi~ ~ ~ave
a flat income stream throughout their lives rather than to accumulate capi-
tal. Therefore, they do not react to interest rates and they save little. But as
soon as you give up the certainty postulate and admit uncertainty, there is
a very powerful precautionary motive for saving. The great risk of the
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saver, of course, is to outrun his original life expectancy. If he does not want
to invest in an annuity that would eliminate that risk, he can avoid it by
planning on living to 100 or 110. We know, of course, that no one ever
reaches his full life expectancy on the day of his death, but looking ahead
there is a great deal of exposure to be covered if one wants to be completely
sure. We see the strength of the precautionary motive in the differential
saving behavior in particular social groups. Farmers save more because
they are exposed to risk, the self-employed save more because they are ex-
posed to risk. That seems to be a very powerful factor.

As for the determinants that take the form of interest rate and, I would
note, inflation, I have nothing to add to the findings. We have a study at the
Board by Steindel which does find a positive effect of interest on saving.
Bob knows that study, and I am not telling him anything new. I could give
you some purely anecdotal evidence. We get complaints from automobile
dealers who report people come into their showroom and say they have
$5,000 or $10,000. They say they could buy a car for cash but they are get-
ting 15 percent on their money market mutual fund and they hate to give
that up. That seems to be an influence of the interest rate on saving even
though the person probably has money illusion because after taxes he is
probably still getting the negative real rate.

As for the effect of inflation on saving, that seems to pose a problem
similar to that of the rate of interest on saving. Is it positive? Is it negative?
Inflation influences the real rate of return. What is the real rate of return
after tax? That we have to think about. We do not know which way that
pushes the saver. We do know that the borrower borrows more as inflation
reduces his real rate after tax.

But far more important, of course, is the effect of inflation on accumu-
lated past saving. If we were talking here about what I would really like to
discuss, we would not talk about how to increase saving, but how to make it
possible for people to keep the savings they already have. I know, of course,
that for everybody who loses from inflation there is somebody else who
gains, including these days the federal government which behaves exactly
as if its dissaving were responsive to inflation. Its debt is reduced and it re-
sponds by borrowing more. In any event, the impact of inflation on past
saving, through its redistributive effect, seems to me to be far more serious
than the impact on new saving whatever that would be. It creates a degree
of uncertainty in people’s lives--the difficulty of knowing how to put your
children through college, the difficulty of knowing how to provide for old
age. It is very curious that, in the midst of this uncertainty, there have not
been greater changes in the savings ratio of the United States than we have
observed.

I suppose you were made aware yesterday there seemed to be a tre-
mendous drop in the savings ratio in the United States in the second half of

.................... the 1970s. Excellent papers were written about it, ! have with me a paper ............
here from the Federal Reserve Bulletin dated August 1980 that analyzes
this phenomenon. Unfortunately, in January 1981 and July 1982 all these
shortfalls were largely revised away. Now we have got to find a new set of
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reasons for a different set of phenomena. The savings ratio has indeed been
remarkably constant and this is in the face of a great deal of uncertainty on
the part of people who do the saving. But these people have one other way
out and that is to rely increasingly on the federal government. Under condi-
tions of inflation, you cannot rely on what you may get from your insurance
company. You cannot rely on the money you put in the savings bank, or
government bonds, because it may be inflated away. The only party that
can give you certainty is the federal government with an indexed pension
and Social Security. That is a very troublesome situation. It is surprising
that we have not developed indexed bonds. I cannot believe that the risk
would be all that high even for private issuers. If firms can deal with 10 per-
cent wage increases, why can’t they deal with an increase in interest costs? I
think the real reasons why private borrowers have not developed indexed
bonds is that interest is tax deductible. Presumably the inflation premium
in an indexed bond would not be deductible.

Let me turn to some of the measures we might take other than to ma-
nipulate the anthropological parameters. First, it seems to me that some-
thing could be done about the income tax treatment of inflation with re-
spect to holding gains. I realize that as soon as someone says do not tax
inflationary holding gains, somebody else will mention the tax deductibil-
ity of interest. These two things have to be weighed against each other.
Something clearly should be done about the capital gains tax. The British
have done something very interesting. All inflation gains after a certain
date are nontaxable; that has enabled them to issue an indexed bond and to
make the inflation premium in that bond nontaxable because it is identical
with the rate of inflation. Today, the capital gains tax for people who ac-
quired their assets long ago is really a tax on capital and not on gains.
Something could be done about the estate tax if one were really minded to
protect saving. The estate tax is paid almost wholly out of saving. It presum-
ably ought to influence people’s desire to make bequests but apparently all
it does is influence their desire to make a tax-exempt bequest to Yale, Har-
vard, or MIT rather than leave it all to their children. There is the possibil-
ity, that Bob discussed, of a consumption tax. One could certainly shift the
balance of saving and consumption in that way. Finally, a budget surplus to
my mind would add to saving. I cannot believe, and I do not see, that
people respond to this large government deficit by increasing their own
saving. At least in the short run, there is a strong dissaving element in the
posture of the federal budget.
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