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Abstract

We show that the U.S. commercial banks have become increasingly similar in their risk
exposure after the global financial crisis. Pairwise correlation in bank equity returns
increased threefold after the enactment of annual stress tests under the Dodd-Frank
Act (DFA). Non-financial firms and non-bank financial firms do not exhibit such pat-
tern, and within banks the pattern is stronger for the stress-tested banks. We develop
a theoretical model to derive conditions under which stress tests can increase common-
ality across banks. Consistent with the model, sensitivity of banks’ equity returns to
macroeconomic factors and their asset holdings have become similar after the DFA.
After a bank fails stress test, its portfolio becomes similar to other banks, providing
a causal interpretation to our results. Finally, the results of the stress tests across
banks have themselves become similar over time. Our findings raise concerns about
correlated risk in the system and the cost of future bank failures through correlated
fire-sale.
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Introduction

The global financial crisis of 2008-09 led to a number of banking policy reforms to contain

bank failures as well as the cost of failure. The benefits of these regulation, however, come

with a potential cost: if regulated banks change their business model to comply with the

new regulation in a similar fashion, they become more likely to fail in the same states of

the world. Goldstein, Kopytov, Shen, and Xiang (2020) show that increased homogeneity

in banks’ asset holdings can exacerbate the fire-sale externality by forcing them to sell their

assets at the same time. Morris and Shin (1999) argue that homogeneity in asset holdings

by financial institutions can lead to excessive volatility and destabilizing effects in financial

markets. Allen, Babus, and Carletti (2012) show that asset commonality can be especially

costly when banks are funded with short term debt. These concerns have been noted by the

regulators as well. While discussing the impact of higher disclosure of stress test scenario,

the regulators have expressed concerns about correlations in asset holdings that may be

counterproductive from a risk-management perspective.1

While several regulatory changes have been implemented since the financial crisis, stress

test is arguably the most important post-crisis regulation with respect to the measurement

and monitoring of risk in the financial system. These tests evaluate whether the bank

holding companies have sufficient capital to absorb losses in adverse macroeconomic scenarios

characterized by steep decline in macroeconomic indicators and asset prices (see Schuermann

(2014)). If all banks do well on the stress tests, regulators can be reasonably confident that

the banking sector has enough capital to withstand these adverse shocks. However, the very

nature of these tests create a new concern. Since adverse scenario on which banks are stress

tested are common across all banks and specified in advance, every bank has an incentive to

1For example, see the discussion in Federal Register,Vol. 82, No 42, 2017, page 59548: “One implication
of releasing all details of the models is that firms could conceivably use them to make modifications to their
businesses......Further, such behavior could increase correlations in asset holdings among the largest banks,
making the financial system more vulnerable to adverse financial shocks”.
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perform well on the same set of scenario, i.e., they have an incentive to take correlated risk.

Have the stress-tested banks become similar in their risk exposure after the implementation

of the DFA?

Compared to a frictionless economy in which banks do not have any incentive to manage

risk on their own and when they face no regulation, it is straightforward to conjecture

that that their correlation increases when they are subject to the stress test requirement

– they all tilt their portfolio towards assets that look relatively attractive on the tested

scenario. However, banks deviate from the frictionless benchmark even without any stress

test regulation because of frictions such as bankruptcy cost or costly external financing

(Smith and Stulz (1985), Froot, Scharfstein, and Stein (1993), Purnanandam (2008)). It

is not immediately clear that compared to an economy where banks pick their portfolios

based on self-imposed risk-management considerations, asset homogeneity will increase with

stress test regulation. To derive conditions under which correlation increases after the stress

test, we begin our analysis by developing a theoretical model in which banks pick their asset

holdings subject to self-imposed risk-management rule versus a stress test requirement.

In our model, banks with limited capital choose between two risky assets. The assets

are exposed to a macroeconomic risk factor that enters the stress tests and an additional

uncorrelated shock. The additional shock can be thought of as a hidden risk or simply

an uncorrelated risk exposure that does not enter the stress test scenario. Assets differ

in terms of their exposure to these two risk factors and banks differ in terms of screening

and monitoring technologies they possess to manage these assets. If banks do not face any

frictions or stress test regulations, they choose their optimal risk exposure based solely on

their technological advantages in respective assets. With self-imposed risk constraint, that

we model as a Value-at-Risk (VaR) constraint, the bank trades off some of its technological

advantages in an asset with the diversification benefit that assets with lower skill provides.

As a result of the diversification benefits, homogeneity increases in the system compared to
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the benchmark frictionless world.

With stress test, banks care more about their exposure to the macroeconomic risk factor

that enters the stress test scenario, and relatively less about the other shocks. The bank

optimally shifts its portfolio towards an asset with lower skill if the asset provides sufficiently

high benefits in terms of bank’s performance on the stress tested scenario. The level of homo-

geneity in the economy now depends on the distribution of technological skills across banks,

the proportion of risk-exposure of an asset that comes from its sensitivity to the macroeco-

nomic factor, and the cost of failing the stress test requirements. We show that compared

to the VaR-constrained economy, stress test increases homogeneity when the volatility of

the macroeconomic factor on which the banks get tested is sufficiently high compared to

the overall volatility of risky assets, and when the stress test capital requirement is more

binding. In the end, whether stress tests increase homogeneity or not remains an empirical

question that we tackle in the rest of the paper. We also use the insights from the theoretical

model to conduct additional empirical tests to establish the economic channels behind our

findings.

We begin our empirical analysis by presenting some key facts on the evolution of the

correlation in bank stock returns over time. We compute the CAPM-adjusted returns for

every bank in the sample on an annual basis to focus on the evolution of risk exposure

specific to the banking sector net of market movements. The average pair-wise correlation

in the CAPM-adjusted returns of banks stocks was between 0.01-0.10 from 1987 to 2008.

Between 2009-2013, i.e., during the period that includes the financial crisis, the correlation

increased slightly to 0.10-0.15. Increased correlation during the crisis period is not surprising.

However, after the first formal stress test under the DFA in 2013, the average pairwise

correlation increased steadily and substantially, eventually reaching a level of about 0.40

by the end of 2019. Thus we document a four-fold increase in pairwise correlation in the

decade following the financial crisis, and the increase happened predominantly after the first
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test under the DFA. Notably, the post-DFA correlation is even higher than the correlation

during the financial crisis period when banks experienced a common negative shock due to

the subprime mortgage crisis.

While the discussions about stress tests began soon after the financial crisis, it was

formalized under the Dodd-Frank Act only in 2013. In the interim period of 2009-12, the

Fed conducted three stress tests for some of the largest banks in the country, but the first

test under the formal guidelines of the DFA occurred in 2013. By 2013 banks had more

clarity on the stress test scenario, and they also had enough time to adjust to the post-crisis

regulations. We consider 2013 as the year of stress test enactment for our formal tests. It

allows us to separate the effect of stress tests from the effect of financial crisis itself; however,

we ensure that our results are not driven by any changes in the interim period of 2009-12.

We do not find such an increase for other (i.e., non-bank) financial firms or non-financial

firms over this time period. The pattern is unique to banks. Consistent with this pattern,

we show that the first principal component explains almost four-fold higher variance in daily

bank stock returns in the post-2013 period compared to the earlier periods, a pattern that

is absent in non-financial firms or non-bank financial firms.

Is the increase in return correlation driven by banks’ desire to take similar risks to perform

well on stress tests? We answer this question in three steps. We first show that the increase

in correlation is most pronounced for banks that are subjected to stress tests as per the

DFA, i.e., banks with more than $10 billion in assets.2 In a difference-in-difference setting,

we show that the stress tested banks have become significantly more correlated with each

other after the enactment of the DFA, compared to the non-stress tested banks over the same

time period. The estimated coefficient on the difference-in-difference estimate is around 0.08-

2All banks above the $10 billion size threshold were subject to stress tests as per the DFA. In addition, test
results for banks above the $50 billion threshold were disclosed to the public as well. See the OCC’s final ruling
on stress testing published on October 9, 2012 here: https://www.occ.treas.gov/news-issuances/federal-
register/2012/12fr46.pdf
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0.10 increase in pairwise correlation for the stress tested banks. Results are stronger when

we compare stress-tested banks to non-financial firms or financial firms that are not banks.

We control for the bank’s size and leverage in these regressions to rule out the alternative

that the increase in correlation is simply an artifact of bank size or bank leverage. Similar

results hold when we compare the first principal component of bank equity return before and

after the DFA: a 20% increase in variance explained by the first PC for stress-tested banks

compared to the non-tested ones.

The increase in correlation is not driven by the largest banks alone. We divide stress

tested banks into two groups: large and non-large banks. Large banks are defined as banks

whose stress tests are conducted by the Federal Reserve Bank. These banks are considered

systemically important by the Fed and they face stricter disclosure requirements, for example,

they are required to disclose their stress-test results to the public, whereas relatively smaller

stress tested banks are not required to do so. Non-large stress tested banks are the ones

whose tests are conducted by themselves in coordination with their primary regulators. We

show that the increase in correlation is present for both groups. Hence our primary result

is unlikely to be explained away by bank size or higher disclosure requirements; it is more

likely an outcome in response to the stress tests.

In our second set of tests, we measure bank stock returns’ sensitivity to factors that the

regulators use as hypothetical scenarios for stress tests. Our theoretical model shows that

banks portfolio becomes similar, and as a result their exposure to the macroeconomic factors

becomes similar. We focus on two sets of factors: market-based factors and macroeconomic

factors. Motivated by the stress test scenario under the DFA and the availability of long time-

series of data, we consider three market factors: (a) total returns on an index of BBB-rated

corporate bonds, (b) the CBOE volatility index, and (c) the average interest rate on fixed-

rate 30 year mortgage. Similarly, we consider three macroeconomic factors: (a) personal

consumption expenditure, (b) the consumer price index (CPI), and (c) the Case-Shiller
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national home price index. Across all these six measures, we find that banks’ sensitivity to

these shocks has become very similar in the post-2013 period compared to the other groups.

Within banks, the increase in similarity is significantly higher for the stress tested banks

compared to non-stress tested banks for 5 out of 6 factors.

A concern with our interpretation that stress test caused increased correlation is that

there have been a number of changes in markets and banking sector during the post-2013

period. Three changes deserve special consideration: (a) changes in the conduct of monetary

policy during the post-crisis period, (b) increased importance of ETFs over time, and (c)

changes in other regulation for the banking sector such as governance changes and disclosure

policies. Perhaps banks have become more correlated because of the changes in the extent

and nature of monetary policy interventions such as quantitative easing undertaken in the

post-crisis period. Perhaps their correlation increased due to the emergence of correlated

trading by the ETFs in the last decade. Or, perhaps the correlation has gone up due to

other regulation causing stronger capital, disclosure and governance requirements. For our

interpretation to be invalid, it must be the case that these changes only affected stress-

tested banks and only affected them after 2013. Quantitative easing started much earlier

than 2013, as early as 2008, and it affected all banks and some non-bank financial firms

as well. Similarly, it is unlikely that increase in correlated trading by the ETFs affected

stress-tested banks disproportionately since ETFs cover practically every sector of the U.S.

equity markets.

To provide further evidence in support of our interpretation, in our third test we exploit

an interesting feature of DFA stress tests. Some banks fail the tests. Failure has immedi-

ate implications for dividend payouts and capital requirements, and it comes with increased

regulatory scrutiny. Hence, failed banks have strong incentives to pass the test in the sub-

sequent rounds by altering their business models. As we show in our model, when banks

face higher cost of stress-test noncompliance, they have stronger incentives to take correlated
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exposure. Failed banks provide such a sample where the cost of non-compliance is high. We

analyze the changes in equity return correlation for failed banks after the failure compared

to the corresponding changes for the non-failed banks. The identifying assumption is that

the failure event is uncorrelated with any simultaneous changes in other confounding factors

that only affect the failed banks. It is unlikely that the importance of monetary policy in-

terventions or ETF trading or other banking regulation changed only for the failed banks

precisely after the failure of the stress tests. We show that the failed banks’ stock returns

become increasingly similar to the other stress-tested banks after the failure event, lending

support to our interpretation that a strong desire to pass the stress tests generate increased

correlation across banks.

Our results so far focus on equity return correlation. Acharya, Berger, and Roman

(2018) document that stress-tested banks reduced credit supply to relatively risky borrow-

ers. Cortés, Demyanyk, Li, Loutskina, and Strahan (2020) show that banks change their

lending behavior due to stress-test induced increase in their capital requirements. These

findings provide one mechanism that can explain our results: banks are changing their lend-

ing behavior in response to stress tests, and therefore they are likely to respond similarly to

market-based and macroeconomic shocks.

What actual decisions are banks taking to increase their correlations with each other? We

answer this question by investigating whether banks’ business activities, as measured by their

asset holdings and sources of income, have become more similar after the DFA. We construct

several measures of distance across banks based on the granularity of data available to us.

We start with the broadest category of asset holdings, namely the percentage held by a bank

in cash, securities, federal funds, loans & leases, trading assets, and fixed assets. In line with

our results from the theoretical model, we construct a cosine measure of distance between a

bank and all other banks in the same group, stress-tested or not. The distance across stress-

tested banks has shrunk in the post-DFA period compared to the non-tested banks. In our
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subsequent tests, we narrow down the distance measure to two specific categories and then

analyze the measure of asset similarity within each category. First, we investigate similarity

across different types of loans: real estate loans, commercial loans, and consumer loans.

Second, within the real estate loans, we analyze similarity across construction loans, 1-4

family residential loans, multifamily loans, and commercial real estate loans. We find that

the stress-tested banks have become similar to each other on both counts. Finally, we show

that their sources of income derived from categories such as loans & leases, securitization,

trading income and brokerage fees, have also become similar. Collectively, these findings

show that banks changed their business model after the enactment of DFA in a manner that

has led to increased correlation in their equity returns.

Finally, we use the results of the stress test itself over time to provide evidence in support

of homogeneity. Over time, the standard deviation in the output of the stress test across

banks, such as the minimum capital ratio that banks would have in the severely stressed

scenario, have come down considerably. Using these test results and based on our theoretical

model, we uncover the underlying parameters of the distribution of the bank’s losses over time

using the method of moments. Our estimation results show that the banks’ loss distribution

has become similar during the later periods of stress tests (2016-18) compared to the earlier

period (2013-15). As they learn more about the test scenario and adjust their portfolios to

look attractive on these scenario, their loss distribution has become similar as well.

Our findings have important implications for policy decisions aimed at limiting systemic

bank failures. Bank stress tests provide valuable information to policymakers on a forward-

looking measure of risk (Goldstein and Sapra (2013)). Our results show that these benefits

come with a cost: the cost of correlated risk-taking. This finding is similar to a large

literature in economics that studies the effect of “teaching to test” on student performance.

Our works relates to several strands of literature on bank stress tests and policy reforms.

Most specifically, our work is related to a large and growing literature on the effect of stress
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tests on bank behavior that we discuss in the next section. To the best of our knowledge,

our paper is the first one to document increased correlation in equity returns of banks after

the financial crisis and tease out its connection to the stress tests.

1 Background and literature review

Section 165 (i) of H.R. 4173, commonly referred to as the Dodd-Frank Wall Street Reform

and Consumer Protection Act (henceforth, DFA) establishes the framework for stress testing

bank holding companies and financial firms. DFA requires the Federal Reserve, in coordina-

tion with appropriate regulatory agencies such as the Office of the Comptroller of Currency

(OCC) or the Federal Deposit Insurance Corporation (FDIC) to directly conduct stress tests

for large, systemically important bank holding companies and financial firms. Systemically

important firms are designated as such by the Financial Stability Oversight Council. Bank

holding companies and financial firms with total book value of assets exceeding $10 billion,

but not deemed systemically important, conduct and report results for annual stress tests

by themselves in coordination with their primary regulatory agency. In May 2018, Congress

via the Economic Growth, Regulatory Relief, and Consumer Protection Act raised the size

threshold for firms to be stress tested from $10 to $250 billion in total assets. Since our

sample covers data till 2020, and we focus on annual measures of risk taking, we consider all

banks above $10 billion as stress-tested banks in the sample. Our results do not change if

we restrict our attention strictly till 2018, i.e., before the change in the limit.

The stress tests evaluate whether bank holding companies and financial firms have suf-

ficient capital to absorb losses resulting from adverse economic conditions (DFA, Section

1115(a)). The specific nature and design of the stress tests were left by Congress to the reg-

ulatory agencies, raising a number of unresolved issues on both the design and disclosure of

these tests (see Goldstein and Sapra (2013)). In practice, each year, the Federal Reserve de-
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velops test parameters and consequences, including adverse economic scenarios under which

capital held by large and systemically important bank holding companies and financial firms

is evaluated. Other regulatory agencies, such as, the OCC and the FDIC, then apply the

same test parameters and conditions while stress testing non-systemically important, large

bank holding companies and financial firms exceeding the required size threshold (i.e., total

assets of $10 billion).

There is a large literature covering different aspects of stress tests such as the effectiveness

of the test in detecting risk, informativeness of these tests and their impact on real economic

activities. A number of papers have analyzed issues surrounding the design of tests and how

effective they are in detecting losses ex-post (e.g., see Philippon, Pessarossi, and Camara

(2017), Pritsker (2017), Frame, Gerardi, and Willen (2015), Orlov, Zryumov, and Skrzypacz

(2020)). Related, a number of papers focus on the issue of disclosure, namely, whether the

test results should be made public or not (e.g., Goldstein and Sapra (2013), Goldstein and

Leitner (2018)). Flannery, Hirtle, and Kovner (2017) show that stress tests provide valuable

information about the banking sector without crowding out the production of private infor-

mation (see also Georgescu, Gross, Kapp, and Kok (2017)). Our study is related to Pierret

and Steri (2020) who show that stress-tests lowered the risk-taking of banks in the syndicated

lending market. Our paper differs from the literature in its focus on correlated risk-taking

across banks, which is an important aspect of risk-taking from the systemic financial stability

perspective.

Our paper is also related to the literature on too-big-to-fail (O’hara and Shaw (1990),

Minton, Stulz, and Taboada (2017)), too-many-to-fail (Acharya and Yorulmazer (2007)), and

bank contagion. Most empirical investigations of bank contagion are event studies of bank

stock price reactions in response to bad news. For example, see Aharony and Swary (1983),

Cornell and Shapiro (1986), Saunders (1986), Swary (1986), Smirlock and Kaufold (1987),

Wall and Peterson (1990), Gay, Timme, and Yung (1991), Karafiath, Mynatt, and Smith
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(1991), Madura, White, and McDaniel (1991), Cooperman, Lee, and Wolfe (1992), Docking,

Hirschey, and Jones (1997), Slovin, Sushka, and Polonchek (1999), among others. These

studies estimate a model for bank returns in a historical period before the event conveying

bad news. Then the predicted value from the regression is compared with the actual value

for a window surrounding the day of the event. Significant negative abnormal returns are

regarded as evidence for bank contagion. A comprehensive empirical evidence on equity

correlations of banks stocks has not yet been undertaken. One exception is De Nicolo and

Kwast (2002), who find that the creation of very large and complex banking organizations

increases the correlations of bank stock returns over 1990 – 1999.

Finally, our paper is also related to the vast literature on herding. Devenow and Welch

(1996) provide a comprehensive survey of the literature. Herding can arise from sequential

decisions, with the decision of one agent conveying information about some underlying eco-

nomic variable to the next set of decision-makers. Alternatively (as in our setting), herding

can arise from a coordination game i.e., from a simultaneous ex-ante decision of banks to

coordinate correlated investments. Bank herding or correlated investment decision can also

have welfare costs relative to the first-best as superior projects are bypassed.

2 Theoretical Model

We assume complete markets and consider the portfolio selection problem of a bank i that

has access to two risky assets indexed by a ∈ {1, 2}. Investments are made at t = 0 and

payoffs are realized at t = 1. The assets deliver the following returns to a market investor

for every unit of investment:

r̃ia = βaf̃ + ϵa (1)

βa captures the sensitivity of the asset a′s returns to a macroeconomic risk factor f̃ ∼
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N(µf , σ
2
f ). This is the factor that enters the stress test model, as we discuss later in the sec-

tion. ϵa are shocks uncorrelated to the macroeconomic factor, either hidden to the regulator

or simply not a part of the stress testing scenario. We assume that and ϵa ∼ N(0, σ2
a) for

asset a, and corr(ϵ1, ϵ2) = ρ.

The bank has some specific technology in screening and monitoring the two assets, al-

lowing it to earn some return in excess of the return available to the market investors. The

technology or the skill varies with {bank, asset} pair, consistent with the idea that banks

specialize in different markets and products. Differences in relative skills leads to heterogene-

ity of asset holdings across banks even in the absence of any regulation or market frictions.

We assume that bank i′s skill in asset a, for a level of investment I, is given by sia(I) such

that s
′i
a (I) ≥ 0 and s

′′i
a (I) ≤ 0, i.e., the skill function is an increasing and concave function

of the amount of investment a bank makes in an asset.

Therefore, for I units of investment in assets a ∈ {1, 2} at t = 0, bank i′s gross payoffs

at t = 1 is given by the following:

˜X i
a(I) = sia(I) + (1 + βaf̃ + ϵa)I (2)

The bank has w0 of initial wealth, comprising of e% of equity capital and the remainder

of debt. It picks a portfolio θ = [θ1, θ2]at t = 0. Hence at time t = 1, the bank receives the

following random payoff:

˜w1(θ) = s1(θ1w0) + (1 + β1f̃ + ϵ1)θ1w0 + s2((1− θ1)w0) + (1 + β2f̃ + ϵ2)((1− θ1)w0). (3)

Asset holdings without any constraints: We first solve for the bank’s optimal port-

folio holding in the absence of any risk-management constraints, internal or external, to get
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a frictionless benchmark. In an unconstrained world, the bank maximizes the expected net

present value of its investments as given below:

max
θ1

Et[w1(θ1)− w0] = s1(θ1w0) + s2((1− θ1)w0) + (β1θ1w0 + β2(1− θ1)w0)µf . (4)

Concavity of the skill functions ensures that the second order condition for maxima is satis-

fied. Therefore, the optimal asset holding is given by the following first order condition:

s′1(θ1w0) + β1µf = s′2((1− θ1)w0) + β2µf (5)

At the optimum point the marginal benefit from investments are equated across the two

assets. As expected, the bank tilts its investment in favor of the asset in which it has more

skill. For example, if the risk premium were equal across the two assets (i.e., either µf = 0 or

β1 = β2), then for a bank with higher skill in asset a1, we have s′1(I) ≥ s′2(I),∀I. Therefore

the FOC condition holds at θ1 ≥ 0.5. The reverse holds if the bank is better skilled at

managing a2. Thus, the bank picks a portfolio that is weighted in favor of the asset in which

it has higher skill, and the weight varies with a bank’s skill differential across the two assets.

Asset holdings with bank’s internal risk-management: The frictionless benchmark

provides an interesting starting point; however, it is not a realistic benchmark. Even in the

absence of regulatory constraints, a bank is likely to care about the risk of its portfolio.

We therefore solve for the portfolio choice problem when banks care about risk-management

even in the absence of any stress tests. Frictions such as bankruptcy costs (Smith and Stulz,

1984), financial distress costs (Purnanandam, 2008), or costly external financing (Froot et

al. 1993) provide motivations for managing the downside risk of a bank. In practice, banks

often maintain their own internal risk controls and make use of tools such as Value-at-

Risk or impose limits on positions. Motivated by these theoretical models and practical
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considerations, we now solve for a bank’s portfolio choice problem when it cares about its

Value-at-Risk (VaR), a popular risk-management tool in the industry. Later, we solve for the

bank’s problem when faced with stress test based risk constraint and compare the optimal

asset holdings across these two scenarios to derive insights into how banks are likely to change

their asset holdings once they are subject to stress tests.

Let µθ and Ωθ be the expected return and the variance-covariance matrix of portfolio

[θ1,θ2]. Denoting by V aR(θ) the Value-at-Risk for portfolio choice θ at a significance level

α, we get the following:

Pt[w0 − w1(θ) ≥ V aR(θ)] = α

=⇒ Pt[
w1 − µθ√
θ′Ωθθ

≤ w0 − V ar(θ)− µθ)√
θ′Ωθθ

] = α (6)

=⇒ Pt[Z ≤ w0 − V ar(θ)− µθ√
θ′Ωθθ

] = α (7)

=⇒ Φ−1(α) =
w0 − V ar(θ)− µθ√

θ′Ωθθ
(8)

=⇒ V ar(θ) = w0 − µθ +
√
θ′ΩθθΦ

−1(1− α) (9)

As expected, the VaR number is lower for a portfolio that has higher expected return

(µθ) and lower risk (θ′Ωθθ). We assume that the bank faces an internal constraint to keep

the VaR level of its chosen portfolio (θ), derived above, below some multiple k of its equity

capital. Now the bank solves the following constrained optimization problem:

max
θ

µθ − w0

s.t. V aR(θ) ≤ ke

(10)

The Lagrangian can be written as follows:

µθ − w0 + λ{ke− (w0 − µθ +
√

θ′ΩθθΦ
−1(1− α))} (11)
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And the solution is characterized by the following first order condition:

∂µθ

∂θ
=

λ

1 + λ
Φ−1(1− α)

∂
√
θ′Ωθθ

∂θ
(12)

In the frictionless benchmark derived in equation 5, the bank equated marginal benefits

of investment across the two assets at the optimal point. With internal risk-management

concerns, the bank is willing to sacrifice some investment in assets with higher skill for the

diversification benefit the lower skill asset provides. The precise amount of adjustment to

the optimal asset mix depends on the exact specification of the skill functions, the riskiness

of the portfolio, and the tightness of the VaR constraint. Equation 12 can be expanded into

the following intuitive equation:

s′1(θ1w0)− s′2((1− θ1)w0) + (β1 − β2)µf =
λ

1 + λ
Φ−1(1− α)

∂
√
θ′Ωθθ

∂θ1
(13)

The left hand side of the above equation is the marginal benefit of investing an extra

unit in a1 compared to the same investment in a2. In the unconstrained optimization, this

marginal benefit was set to zero. With the risk-management concerns in place, the bank also

takes into account the additional risk the marginal investment in asset one presents to the

overall portfolio. The right hand side of the equation captures that effect. Suppose a bank

has superior skill in a1. If a unit of additional investment in a1 increases the contribution

to the bank’s VaR, as captured by the RHS of the first order condition, then at the optimal

point, we have s′1(θ1w0)− s′2((1− θ1)w0) + (β1 − β2)µf > 0. From the concavity of the skill

functions, it follows that the optimal level of θ1 is lower than the unconstrained case where

s′1(θ1w0) − s′2((1 − θ1)w0) + (β1 − β2)µf = 0. Therefore, compared to the unconstrained

case, banks are willing to trade off their skill in a1 with the diversification benefit provided

by a2. As they move their holdings towards a2, they are likely to become similar to each
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other compared to the case where they simply maximized their returns on skill. Specifically,

banks pick their optimal asset mix based on the skill they have and the variance-covariance

structure of the asset payoffs they face. Asset commonality in the economy will be a function

of skill distribution across banks and the variance-covariance structure. We provide numerical

results for asset commonality in an economy where banks differ in their skill endowment after

presenting the model with stress test constraint.

Asset holdings with stress test: When the bank is subject to stress tests, it begins to

care about losses in the bad state of the world in a very specific manner: in a manner dictated

by the scenario proposed by the stress test model. The bad states of the world in the model is

defined as a lower tail realization of the factor shock f , consistent with the practice of actual

stress test. The expected loss of the stress test is given by E[(w0 − w1(θ))|f < f
¯
], where f

¯

is the scenario of the stress test macroeconomic condition. Consistent with the stress test

requirements, we assume that the bank must maintain some level of equity capital under the

stressed scenario, i.e., we assume that the bank’s losses in the stressed scenario is bounded

by a multiple c of its current equity capital. The multiple can be one, corresponding to a

constraint that losses should not exceed the current level of equity capital. A lower multiple

(say 0.5 of current equity capital) corresponds to a scenario where the losses cannot be

allowed to be more than 50% of the current capital. Thus, c measures the tightness of the

stress test capital requirement.

This assumption is consistent with the actual practice, where banks incur both explicit

and implicit costs if they perform poorly on the stress tested scenario. For example, banks

ability to pay dividends depend on the result of these tests. They may need to raise additional

equity if their projected value in the bad state of the world is too low compared to the equity

they currently have. The cost can also come in the form of heightened regulatory scrutiny

in case of shortfall or the ability to pay larger dividends in case of surplus. We leave these

frictions un-modeled in the paper.
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The optimization problem with stress test is as follows:

max
θ

µθ − w0

s.t. E[(w0 − w1(θ))|f < f
¯
] ≤ ce

(14)

The Lagrangian is given by the following:

max
θ

µθ − w0 + δ{ce− E[(w0 − w1(θ))|f < f
¯
]} (15)

max
θ1

s1(θ1w0) + s2((1− θ1)w0) + (β1θ1w0 + β2(1− θ1)w0)µf

+δ{ce+ (s1(θ1w0) + s2((1− θ1)w0)) + w0(β1θ1 + β2(1− θ1))(µf − σf
ϕ(f
¯
)

Φ(f
¯
)
)}

(16)

where ϕ(.) and Φ(.) stand for the pdf and the cdf, respectively, of a standard normal random

variable. The FOC is given by the following:

s′1(θ1w0)− s′2((1− θ1)w0) + (β1 − β2)µf =
δ

1 + δ
σf [β1 − β2]

ϕ(f)

Φ(f)
(17)

Assume, without any loss of generality, that asset a1 has a higher sensitivity to the

macroeconomic factor on which banks are tested. Then β1 − β2 > 0, and the RHS of the

above equation is positive. At the optimum point the unconstrained marginal return from

investing in a1 over a2, namely s′1(θ1w0)− s′2((1− θ1)w0) + (β1 − β2)µf > 0. Therefore, from

the concavity of the skill functions, it follows that for banks will lower their investment in

a1. Further, the optimal θ1 will be lower when the RHS is larger. Therefore, banks are more

likely to shift towards asset with lower sensitivity to f if: (i) the volatility of the factor (σf )

is higher, (ii) the shadow price of stress test or the cost of poor performance on the test (δ)

is higher, (iii) the difference in asset’s sensitivity to the macroeconomic factor (β1 − β2) is

higher, and (iv) the stress test scenario is stricter, i.e., f
¯
is lower.
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Commonality in Assets: Comparing equation 18 with the corresponding optimal

solution under internal risk-management constraint characterized in equation 13, it is easy

to see that the deviation from the first-best asset holding choice will be larger under the stress

test scenario compared to the internal risk-management scenario if the following condition

holds:

δ

1 + δ
σf [β1 − β2]

ϕ(f)

Φ(f)
>

λ

1 + λ
Φ−1(1− α)

∂
√
θ′Ωθθ

∂θ
(18)

As long as this condition holds, banks shift a larger amount of their investment into the

relatively attractive asset on stress test, namely a2, under the stress test scenario compared

to their internal model. Even if an asset (a2 in the model) has very high overall volatility,

banks prefer it over the other asset as long as it helps the bank lower its losses in the stressed

scenario. Thus, banks herd more towards a2 is the following conditions hold: (i) the shadow

price of the stress constraint (δ) is larger compared to the shadow price of bank’s internal

constraint (λ), (ii) factor volatility (σf ) is high, (iii) the sensitivity to macroeconomic factor

is relatively higher for a1 as captured by β1 − β2, (iv) stress test scenario is too pessimistic,

i.e., f
¯
is smaller, and (v) the diversification benefits of a2 are relatively smaller.

To make further progress and to numerically estimate the level of commonality, we now

need to specify the form of skill function and construct a precise measure of asset common-

ality. While our results so far holds for all skill functions that are increasing and concave,

for further analysis we assume the following form of skill function for bank-asset pair {b, a}:

sab (x) = 1− e−λb
ax (19)

λb
a captures the level of skill bank b has in asset a. We simulate an economy where this

parameter is randomly generated from a uniform distribution and then solve for optimal asset

holdings across a1 and a2 for every bank in the economy. Based on the optimal portfolio
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choice of each bank, we compute a measure of asset commonality based on the cosine measure

of similarity as defined below for bank i and j:

cosij =
(θi1 ∗ θ

j
1) + ((1− θi1) ∗ (1− θj1))√

(θi1)
2 + (1− θi1)

2 ∗
√

(θj1)
2 + (1− θj1)

2

(20)

We restrict portfolio weights between zero and one, disallowing short sales. However,

this restriction is not crucial for our key results. The parameters that we use for the base

case is provided in Table 1.

Numerical Results: In our first analysis, we solve for optimal portfolio holding for three

scenario: (a) the unconstrained or frictionless benchmark, (b) internal model based choice,

and (c) stress test model based choice. Before presenting the results on asset commonality,

we present the percentage of investment in a2, the asset that is attractive from the viewpoint

of stress tests, in Figure 1 for various levels of factor volatility. As factor volatility increases,

banks shift relatively higher proportion of their asset to a2. Optimal investment in a2 is

higher than the frictionless benchmark even for the internal model due to the diversification

benefit it provides. However, with stress tests, the asset becomes really attractive and the

bank invests a significantly higher share of its wealth into a2, an asset in which it has lower

skill. As the volatility increases, risk management concerns become stronger and the bank

invests more in a2; however, the relative distance between the internal model and stress test

based model gets larger with the increase in factor volatility. The result shows that the

attractiveness of herding into safer asset is higher when the factor is riskier.

Another key parameter of the model is the level of equity capital the bank has and its

behavior as a function of this parameter. Figure 2 plots the optimal investment in a2 as a

function of the level of equity capital. The difference across the three models is especially

higher when the bank has lower levels of equity capital, i.e., when the shadow price of

capital constraint is more binding. At sufficiently higher levels of capital, the constrained
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optimization gets closer to the frictionless benchmark, as expected.

We now measure cosine similarity across banks in an economy populated with VaR-

constrained banks with an economy populated with banks with stress test requirements. We

simulate 1,000 banks that vary in their respective skills in a1 and a2. Skill function for a1,

i.e., λ1, is drawn from a uniform distribution U1 ∼ [0, 1], and λ2 is given by g × λ1 for each

draw of λ1. g is again drawn from U2 ∼ [0, 2]. As a result about half the banks in the

economy are more skilled in a1 (i.e., g < 1) and the remaining ones are more skilled in a2.

We show two key results: (a) one focused on how similarity changes as the factor volatility

goes up, and (b) how similarity changes when the stress test becomes more stringent. In

Figure 3 we show the changes in asset commonality across the two economies when the

variance of the factor risk goes up. To do so, we fix the overall variance of a1 and a2 at 36%

and 4%, respectively and gradually change the proportion of the asset’s variance explained

by the factor shock while keeping the overall variance the same. This allows us to compare

asset commonality while holding the overall risk in the economy constant. The model is

calibrated with the base case parameters provided in Table 1. As shown in Figure 3, when

factor variance is relatively small, asset commonality is lower with stress tests. At these levels

of factor risk, banks find it optimal to not deviate too much from their optimal portfolio

based on their skill parameters. Only when the factor variance goes up beyond a threshold,

the banks shift their assets more aggressively to the safer asset and commonality increases

as compared to the VaR-based economy.

In our second analysis, we focus on the stringency of the stress test regulation. Two

parameters in the model dictate how stringent these tests are: (a) parameter c that governs

the maximum allowable loss in the bad state of the world, and (c) parameter f
¯
that governs

how severe the adverse scenario are. We first vary the level of allowable loss (c) in the

bad state of the world and compute cosine similarity across the two economies. Results are

presented in Figure 4. As the stress test requirements become more stringent, i.e., when
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allowable losses are smaller, asset homogeneity increases. Figure 5 repeats the experiment

for the severity of the tested scenario. Lower values of f
¯
indicate more adverse scenario, for

example the severely adverse scenario of stress tests correspond to a much lower tail of the

distribution of f
¯
compared to the corresponding number for the adverse scenario. We find

that the homogeneity is higher when f
¯
, i.e., when regulators test based on stringent criteria.

Overall, our model shows that the changes in asset commonality is likely to be higher

when the factor volatility is higher and the stress test constraints are more binding. We

now empirically analyze whether the commonality has increased or not, and whether they

are consistent with the predictions of our stylized model. In the model asset correlation

and equity correlations are equivalent. In our empirical work, we begin with a measure of

similarity in equity returns and follow it up by an analysis of cosine similarity across assets.

Our model also guides us in constructing empirical tests that relate the cost of stress test to

increase in homogeneity.

3 Data and summary statistics

Our main sample covers all publicly traded banks in the U.S. whose stocks are continuously

traded over the entire sample period. These banks are covered in both the Bank Holding

Company Call Report (FR Y-9C) and CRSP database. We complement the banking sample

with data on non-financial firms that are covered in the CRSP database. We classify these

firms into various industry groups based on Fama-French industry classification. Specially,

firms belonging to the industry group “Insurance and Financial Trading” are classified as

non-bank financial firms.

We classify banks into stress-tested or non-tested group based on the size criteria laid

out by the DFA: banks above book asset value of $10 billion are classified in the tested

group, whereas the rest are in the non-tested group. We require firms to be continuously
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traded between 1995 and 2020 to be included in the sample. In total, we have a sample of 50

stress-tested banks and 172 non-tested banks. Our sample of banks account for more than

80% of the entire banking sector assets.

3.1 Measure of similarity

Our main measure of similarity or homogeneity (we use these terms interchangeably in the

paper) across banks is their pair-wise correlation in equity return. At the beginning of every

month, we compute the CAPM-adjusted idiosyncratic return for each firm (banks, non-bank

financials, and non-financial firms) based on the past 12 months of data. Our focus on the

CAPM-adjusted return allows us to compare and contrast bank equity return correlation over

and above the equity correlation in other sectors of the economy due to common market-wide

movement. However, our results are similar if we focus on total returns.

Using equity returns allows us to analyze high-frequency (daily) data and document

how bank exposure to systemic risk factors is changing or becoming similar over time. To

our knowledge, we are the first paper to show that bank equity return correlations are

significantly and consistently higher now than they were, say just after the financial crisis.

Our second measure of similarity is the first principal component of CAPM-adjusted

equity return across all banks. We measure the first principal component based on past one

year’s data using daily stock returns. We conduct the same exercise for non-bank financials

and other industry groups separately. Therefore, the first PC gives us a measure of similarity

within an industry group over time.

For our third measure of similarity, we use quarterly balance sheet data to compute a

measure of distance in asset holdings across banks. An advantage of this measure is that it

provides more direct evidence from banks’ real decisions. However, this measure has some

limitations since balance sheet data provides only aggregated information and assets within
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the same class (for example, commercial and industrial loans) also differ in terms of their

risk exposure.

Table 2 presents the summary statistics of our sample broken into three categories: Banks

(Panel A), non-bank Financial Firm (Panel B), and Non-financial Firms (Panel C) over 1995

– 2009. We compute the pairwise equity return correlation for all firms within a group (for

example, for all banks in the banking group and so on) and report the summary statistics in

the Table. The average pairwise correlation across banks is 0.13, with a median of 0.10. The

average pairwise correlation for financial firms is 0.07, and 0.06 for the non-financial firms.

Clearly, banking stocks exhibit higher correlation with each other than firms in any other

group. In our empirical analysis, we focus on how the correlation has changed over time,

especially for the stress-tested banks.

4 Results

4.1 Are bank equity return correlations increasing over time?

Figure 6 plots the correlation in equity return from 1986-2020 for banks as well as for non-

bank financial firms. Each graph represents the average correlation in equity group of a firm

within that group to the rest of the firms within the group. There was a modest but steady

increase in pairwise correlation in bank equity returns since 1999, reaching a level of 0.10

before the onset of the crisis. During the crisis, the correlation increased further to a level

of 0.13 and hovered around this level till 2013, the year of the enactment of the DFA. Since

then, there has been a remarkable increase in this measure, reaching a level of 0.38 before

the onset of the COVID-19 pandemic. Said differently, the sector specific equity correlations

increased almost three-to-four folds in the decade following the DFA. In contrast there is no

such pattern for the group of non-financial firms. These firms, typically comprising insurance

companies, broker-dealers and independent lenders, are also subject to several shocks that
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affect the financial sector. But they do not face the same set of regulations. Hence this

group provides a reasonable benchmark for our comparison.

It is reasonable to expect that correlation in equity returns for financial firms increased

during the financial crisis as they all faced large shocks to their asset values and future

income growth. In Figure 7 we narrow our focus to the period just after the financial crisis:

from 2009-2019. It is evident from this figure that the increase in equity correlation is not a

financial crisis phenomena. Rather it occurred mainly after the implementation of the DFA.

Further, the non-financial firms follow a parallel trend before 2013, moving in tandem with

the banks. However, the two groups diverge significantly after 2013.

We now contrast the evolution of pairwise correlation in several other industries over the

same time period. We select 12 industry groups for this comparison. These 12 industry

groups were selected based on the criterion that they have at least 50 unique continuously

traded firms over the sample period. We require a minimum threshold for the number of

firms in an industry to estimate a reliable measure of pairwise correlation within the industry

group. Figure 8 shows that the pattern we document is specific to banks. None of the 12

industry groups we consider shows a pattern in correlation that is similar to the banking

sector. Consider the software sector, for example. The pairwise correlation has remained

steady at an average level of just below 0.10 during the entire period. Other industry groups

show a similar pattern.

Table 3 presents formal regression results to assess the economic and statistical signifi-

cance of these patterns. Specifically, we are interested in estimating the changes in pairwise

correlation for banking stocks after the enactment of the DFA compared to the correspond-

ing changes in firms in the other sectors. We compute pairwise correlation for the banking

industry, non-banking financial sector and all other 12 industry groups separately. With
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these monthly data at the sector level, we estimate the following regression model:

ρi,t = αi + βpstDpst + βbnkDbnk + γDpst ×Dbnk + ϵt

Dpst is a dummy variable that equals one for the years 2013 – 2020 and Dbnk is a dummy

variable that equals one for the banking sector. The model includes sector fixed-effects (αi).

The interaction term measures the change in equity correlation for the banking sector in the

post-DFA period as compared to before compared to the corresponding changes in the equity

correlations of non-bank financials and non-financial sectors. We include all industry sectors

in the regression analysis; however, our results remain similar if we restrict the sample to

banks and non-bank financials only, consistent with Figure 8. As documented in Column

(3) of Table 3, the banking sector experienced an increase of 18% in the average pairwise

correlation after the DFA compared to the other sectors. The result is statistically significant

at the 1% level. In terms of economic importance, the estimate shows almost 200% increase

in equity correlation compared to the average level 0.10 of this variable for the entire sample

for banks. Therefore, there has been a remarkable increase in homogeneity among banks

over this time period, compared to other industries.

4.2 First Principal Component Analysis

We supplement the correlation results with a first principal component analysis. For each

group of firms (banks, financials and non-financials) we compute the first principal compo-

nent of their idiosyncratic equity return on a monthly basis based on daily equity return of

the month. The first PC provides us with a measure of similarity within the sector. Figure

9 plots the evolution of the first PC for banks and non-bank financials. A stark pattern

emerges from this plot. While the non-bank financials have a higher value of the first PC in

the pre-2013 period, the pattern reverses afterwards. Post-2013, the first PC of bank stocks

25



crosses above the non-bank financial firms and stays at a higher level throughout the rest

of the sample period. Further, the two groups evolve very similarly in the pre-DFA period.

Table 4 documents the yearly values of first PC for banks, financials and non-financials

averaged across 12 industries that we considered for the earlier analysis using pairwise corre-

lation. The increase in the first PC for the banking sector in the post-2013 period is unique

to them.

We formally test these assertions with the following regression model, estimated at the

sector level using banks, non-banks as well as 12 non-financial sectors we used in our earlier

analysis:

PCAi,t = αi + βpstDpst + βbnkDbnk + γDpst ×Dbnk + ϵt

Here, PCAi,t is the first principal component for banks, financial, or non-financial firms at

time t. Dpst is a dummy variable that equals one for the years 2013 – 2020 and Dbnk is a

dummy variable that equals one for the banking sector. Results are documented in Table 5.

As shown in Column (3) the first PC explains 20.37% higher variation in idiosyncratic equity

return for the banking group compared to the other groups. The estimate is economically

large when we compare it to the pre-crisis level of the PC that is typically in the range of

5%-30% depending on the year. In sum, these figures and regressions show that the increase

in return correlation during the 2013-219 period is unique to the banking sector, and the

effects are economically large. We now investigate whether the increase is due to regulatory

requirements, specifically their desire to do well on annual stress tests.
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4.3 Are there differences between stress- and non-stress-tested

banks?

We break all banks into two groups: the stress-tested banks and the non-tested banks.

We compute a measure of similarity within each group by computing the average pairwise

correlation of each bank within the group. As shown in Figure 10, the distribution of the

pairwise correlation for the stress-tested banks increased remarkably over time. We do not

find such pattern for the non-tested banks. We estimate the following regression model using

monthly data restricted to the sample of banks:

ρi = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi

Here, ρi is the average pairwise correlation of bank i with all other banks in the respective

group, Dstr equals 1 for a bank if its subject to stress-tests and is zero otherwise. Dpst equals

1 post 2013 and is zero otherwise. ρi is compute separately (i.e., within groups) for stress-

and non-stress-tested banks.

Table 6 presents the results. Column (2) shows that the stress-tested banks have 0.1015

higher pairwise correlation in the post-DFA period compared to the corresponding difference

for the non-tested banks. Compared to the sample average of 0.10 in pairwise correlation,

this is an economically large effect. The results are statistically significant at the 1% level.

Stress tested banks are larger by definition. And large banks and stress tested banks have

different levels of equity capital, both due to the differences in their business models and

difference in regulations they face. We control for the differences in bank size and leverage

and report the results in Column (3). Our estimates on stress-tested banks are not driven

by bank size or leverage. Larger banks have higher levels of correlations as shown by the

positive and economically large coefficient estimate on Asset. However, this variable does
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not explain away the effect of stress tests.

4.4 Are banks responding similarly to shocks?

We now evaluate whether banks’ exposure to risk factors used in stress tests have increased

after the DFA. Risk factors and scenario used in the tests differ somewhat from year to year.

However, the broad idea has remained similar: factors attempt to capture exposure to credit

risk, mortgage markets, volatility, inflation, economic growth, and consumer expenditure.

We choose the following six factors that are used in the stress test scenario: (i) the return on

BBB-bond index, (ii) the level of VIX, (iii) 30-year mortgage rate, (iv) personal consumption

expenditure, (v) consumer price index, and (vi) the Case-Shiller home price index. For

expositional simplicity, we refer to the first three factors as market-based factors, whereas

the last three as macroeconomic factors. We do not include the level of aggregate stock

market or the GDP growth rate since we are working with CAPM-adjusted idiosyncratic

stock returns in our analysis.

We proceed in two steps. We first compute the sensitivity (β) of an individual bank’s

stock return to the chosen factor. Once we have these β for each bank, we compute a

measure of distance across them. This approach is consistent with our theoretical model

where banks pick portfolios based on the assets’ exposure to the factor and the sensitivity

of their portfolio to the factor increases after the imposition of the stress test requirements.

Correlated exposure to these factors should decrease the distance in these estimates across

banks. Therefore, we compute the average absolute distance between banks’ beta as our

measure of similarity to these shocks.

To estimate the sensitivity to each factor, we first compute the innovation in the factor

using the following AR-1 model:

f i
t = δi + ϕif

i
t + ϵit
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Our model allows us to parse out the persistent component of the factor (f i) allowing us

to focus on the innovation in the measure as the variable of economic interest. We regress

the bank’s CAPM-adjusted equity return on the residual from this regression to measure

their sensitivity to macroeconomic surprises, notably surprises that form the basis of stress

test scenario.

We assess the effect of stress tests on the similarity measure using the following regression

model restricted to the sample of banks. The model allows us to compare similarity in stress-

tested banks with those of the non-tested banks.

βi = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi

Here, βi is the average absolute distance between the β for bank i and the βs for all other

banks on shocks to the specific factor used in the stress test scenario. Dstr equals 1 for a

bank if it is subject to stress-tests and is zero otherwise. Dpst equals 1 post 2013 and is

zero otherwise. βi is computed separately (i.e., within groups) for stress- and non-stress-

tested banks. All models include bank fixed effects to control for time-invariant unobserved

heterogeneity across banks.

Table 7 reports results for these tests for the three market-based factors: return on

BBB bonds, VIX, and the mortgage rate. Column (1) shows that the stress tested banks

experienced a decrease of 0.2991 in the distance measure. Said differently, the sensitivity

of individual bank’s equity return to BBB bond return became similar for the stress tested

banks after 2013. Similarly, the coefficient on the interaction term is negative and significant

for VIX and mortgage rate as well. Therefore, the stress tested banks have become similar

in their exposure to these shocks after the enactment of stress tests as per the DFA.

Table 8 repeats this exercise for the three macroeconomic factors, namely personal con-

sumption expenditure, consumer price index, and the Case-Shiller home price index. We
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find negative and statistically significant γ for two of these three factors. The coefficient

is positive and insignificant for Case-Shiller index. Overall, these results show that banks

are loading up on similar risk factors after the DFA. These findings provide support to the

assertion that banks are taking correlated risk that we earlier documented with correlation

in equity returns.

4.5 Stress test or other macroeconomic changes

A concern with our interpretation that stress tests caused increased correlation among banks

is that over this time period a number of important changes occurred in macroeconomic

policy and other regulations. Specifically, the Federal Reserve Bank engaged in extensive

quantitative easing after the global financial crisis. As the Fed’s balance sheet size increased

during this time period, institutions dependent on Fed policies could potentially become

more correlated with each other due to their dependence on the Fed’s policy actions. Our

results show that the increase in correlation is unique to banks, and not present for non-

bank financial firms that are also dependent on monetary policy decisions. More important,

it is the subset of stress-tested banks that shows the most remarkable increase in equity

correlations after the enactment of the DFA. Therefore, it is unlikely that our results are

completely driven by the increasing importance of Fed’s monetary policy decisions during

this period. For that to be the case, stress-tested banks must be affected by these policies

in a disproportionate manner and only after 2013. This is unlikely to be the case because

the quantitative easing and the expansion of the Fed’s balance sheet occurred right after

the financial crisis of 2008-09. As we showed earlier, during the interim period of 2008 to

2013, banks and non-bank financial firms showed a parallel increase in commonality. It is

only after the enactment of formal stress tests in 2013 that we find a divergence between

stress-tested banks and the rest of the control sample.
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To address any remaining concerns regarding the effect of stress tests on increased cor-

relation, we exploit an interesting feature of the program. In every stress test cycle, a bank

can either pass the test unconditionally, pass with conditions or simply fail the test. If a

bank does not pass the stress test, it has to make adequate plans for raising capital and it

faces higher obstacles in paying out dividends. Therefore, failing a stress test provides an

extra incentive to banks to change their business models in a manner that allows them to

pass the subsequent tests. More important for our identification strategy, it is unlikely that

the event of a bank’s stress-test failure correlates with other unobserved shocks to banking

regulation and monetary policy, and that too for the stress-tested banks only. In total, we

have 8 banks in the sample that did not pass the test: six of them failed and two had a

conditional pass. We create a variable Dfal that takes a value of one for years after the failure

or conditional pass, and zero otherwise. We augment our base regression model of Table 6 to

test whether the failed banks’ correlation increased with the rest of the stress-tested banks

after the failure or not. Thus the model is as follows:

ρi = αi + θt + βstrDstr + βpstDpst + γDstr ×Dpst + βfalDstr ×Dfal + Controls+ ϵi

Here, ρi is the average pairwise correlation of bank i with all other banks. All other

variables and controls are as defined as above. In all regressions we include bank and year

fixed effects. This regression model is similar to the base care regression model we had

presented earlier, except for the additional interaction term Dstr × Dfal. This interaction

term estimates the incremental change in similarity for a stress-tested bank after it failed

the test. Each column in Table 9 shows the results for a separate specification. Columns (1)

and (2) depict the results without any control variables, while columns (3) - (5) control for

either the total book value of assets or leverage or both.

The coefficient of interest is βfal. If this coefficient is positive and statistically significant,
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it indicates that banks that fail the stress test become more similar (as measured by their

average pairwise equity return correlation with other stress-tested banks) post failure. The

results indicate that the coefficient βfal is always positive, with values of 0.0356 - 0.0426, and

is statistically significant at the 5% level or better. Indeed, the magnitude of the coefficient,

estimated to be 0.0391 in Column 5 with control for size and leverage, is economically

meaningful when we compare it to the sample average of 0.13 for the pairwise correlation

among banks. These results provide confidence in our interpretation that the increased

correlation comes from a bank’s desire to do well on the stress test.

4.6 Evidence from operating decisions

Our results so far relies on stock market based measure of similarity. If stress tested banks

are taking correlated risks, we expect them to have similar operational results. Specifically,

we expect them to hold similar assets as shown in the theoretical model. It then follows that

they have similar sources of earnings. In this section, we examine homogeneity across banks

in terms of these real decisions.

4.7 Do banks have similar sources of earnings?

We obtain data on each bank’s quarterly income from the its FRY9-C report: We start

by collecting data for all items reported in the FRY9C under the heading income. Any

income item code, where more than half the number of observations is missing is dropped.

All remaining categories are then used to construct the cosine measure of similarity. This

breakdown provides us with a fairly accurate assessment of the broad risk categories that

a bank earns its income from. For example, if a bank moves its activities from trading to

lending, or lending to leasing, or lending to securitization, our breakdown would be able to

capture such variation. However, we would not be able to detect changes that happen due
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to changes within a given class of earnings. Therefore, our analysis faces a higher hurdle in

detecting correlations: we are only capturing correlations across these broad categories.

With this caveat in mind, we compute the cosine measure of similarity in bank’s earnings

from these sources scaled by the asset value. For each bank, we first create a vector of income

sources by taking the ratio of respective earnings number to the book value of total assets.

We then compute the average value of the cosine of the angle between this vector of each

bank in a given group, stress-tested or non-tested, and all other banks in the same group.

The measure of distance is simply one minus cosine similarity, which we also refer to as cosine

distance. We refer to this measure as Incomei. If banks become similar in their earnings

sources, we expect Incomei to shrink towards zero. We estimate the following model to test

whether stress-tested banks have become similar after the passage of the DFA:

Incomei = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi (21)

Results are provided in Table 11. Columns (1) and (2) provide the base case results with

and without bank fixed effects. In the remaining Columns, we also control for the effect

of bank size and leverage. As shown in Column (2), Incomei has shrunk for the stress-

tested banks after the DFA compared to the non-tested banks over the same time period.

A negative and significant γ coefficient of -0.1124 indicates the stress-tested banks derive

income from similar sources after the DFA. Since cosine measure ranges from -1 to +1, the

estimate is economically significant.The result remains similar when we control for leverage

and assets in the remaining columns of the Table.

4.8 Do banks hold similar assets?

We repeat the exercise for distance in income with distance in asset holdings directly in line

with the prediction of the theoretical model. We begin with the broadest category of asset
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definition and then narrow it down to more granular levels. Our first measure of distance

Asseti for bank i is based on one minus cosine similarity in assets across banks held in the

following categories: cash, securities, federal funds sold, loans and leases, trading assets,

premises and fixed assets, investments in real estate ventures, intangible assets, and other

assets. The data come from the quarterly call reports of the bank holding company. We scale

these numbers by the book value of total asset of the bank at the quarter end and compute

the cosine distance in each asset category between bank i and the rest of the banks in the

group, stress-tested or non-stress-tested. Thus, we measure the distance in asset holdings

for bank i with all other banks in the group.

Estimation results are provided in Table 12. We find a negative and statistically signifi-

cant coefficient on the interaction term Dstr ×Dpst, indicating that after the stress tests, the

tested banks’ distance with others in the group decreases, i.e., these banks became homoge-

neous. The tested banks’ cosine distance decreased by about 0.055, which is economically

significant. In other words, banks did change their asset holdings considerably across these

broad categories and as a result they become similar. Our tests based on equity returns

correlation partially captures this effect.

A natural concern with the broadest asset category is that it misses out on granular

variation in risk exposure within the same asset class. In our next test, we focus on a finer

breakdown of loans made by the bank across the following categories: real estate, commercial

loans, and personal loans. With these sub-categories of loans, we compute a measure of

cosine distance using the same methodology as discussed above. The regression results are

provided in Table 13. The estimated coefficient of -0.0121 in Column (1) of the Table shows

that after the stress tests, the lending portfolio of banks have become similar. Going further

granular, we break down the total amount of real estate loans into the following categories:

construction and land development, farmland, 1-4 family mortgages, multifamily residential

mortgages, non-farm and non-residential properties. The results are reported in Column (2)
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of the Table. The estimated coefficient of -0.0282 shows that banks have become similar

in their real estate holdings after the stress tests. Finally, we estimate homogeneity across

securities that banks hold across the following categories: residential pass through securities,

commercial pass through securities, residential mortgage-backed-securities, and commercial

mortgage-backed-securities. As shown in Column (3) of Table 13, banks’ security holdings

have also become similar after the stress tests.

In sum, our results, both from the distance in income sources and asset holdings, are

consistent with the view that banks are changing their portfolios in a manner that increases

homogeneity in the system.

4.9 Evidence from test results

In the final part of the paper, we provide evidence of increased homogeneity from the stress

test results itself. Naturally, we do not have the results for the non-tested banks. Nor do

we have it for the stress-tested banks that were not required to publicly disclose the results.

Therefore, we limit it to the set of banks that were required to disclose their test results,

and compare whether their test results become similar over time.

The stress test results provide the minimum amount of capital that a tested bank would

have under different sets of scenario. Scenarios are either the stressed state of the world or

the severely stressed state of the world. Under each of these scenario, the test provides the

minimum capital that the bank would have as defined by the Tier 1 Capital Ratio, Total

Capital Ratio, and Tier 1 Leverage Ratio. We focus on the severely stressed scenario and

ask whether these measures of capital ratios become increasingly similar over time.

If banks converge in terms of their risk-taking to look attractive on the stress-tested

scenario, we expect the dispersion to narrow over time. In the first round of the DFA tests,
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18 large banks were required to disclose their results. In 2019, some of these banks stopped

disclosing their results due to a change in the disclosure threshold. Therefore, we follow

these 18 banks from 2013 to 2018 and compute the standard deviation of the output of the

test results for the same set of banks over time.

In Figure 12 plots the standard deviation of each of these measures. There is a stark

decline in standard deviation of each one of these measures by 2018. In 2013, the standard

deviation of the minimum Tier 1 Capital Ratio in adverse scenario was over 2% that steadily

declined to just over 1% by 2018. In other words, banks performance look increasingly

similar over time, consistent with the argument that their portfolios have become similar in

terms of risk factors on which they are tested.

4.9.1 Method of Moments Estimation

The standard deviation of the test result provides a measure of conditional dispersion, con-

ditional on a severely stressed state of the world. The primitive parameter of interest is the

standard deviation of the portfolio values that banks have invested in over time. We use a

method of moments estimator to uncover these parameters using two moment conditions.

Suppose a bank has invested in a portfolio of assets such that it’s equity capital ratio y over

the life of test horizon follows a distribution f(y, θ) with mean µ and standard deviation σ

as the parameter θ .

The output of the severely stressed scenario is a realization from this distribution con-

ditional on a bad state of the world, i.e., for every bank we get to see a realization from

the tail of this distribution: yi|Severeley Stressed. Therefore, the mean and the variance

of the sample provide us with sample moments of the tail of this distribution. Under the

assumption of normality and using the moments of a truncated normal distribution, the
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conditional mean of y can be expressed as follows:

E[y|Severely Stressed] = µ+ σ ∗ c(α) (22)

V ar[y|Severely Stressed] = σ2[1 + c(α) ∗ α− c(α)2] (23)

where, c(α) = −ϕ(α)/Φ(α) (24)

Note that the moment conditions mimic the constraint imposed on banks with stress tests

in equation 18 in the theoretical model with a slight modification. The conditions used here

are for the equity capital of the bank whereas constraints imposed in the theoretical model

were based on the losses in bad states of the world. These two constructs are intimately

linked. Since the stress test results provide us with information on equity capital, we use

these conditions to uncover the parameters of the distribution of equity capital instead of

the entire asset portfolio of the bank.

α is the lower quantile of the distribution f(.) that corresponds to the severely stressed

scenario. For example, the severely stressed scenario may be measuring the return distribu-

tion in the bottom 0.5% or 1% of the tail. Since we do not have the exact correspondence

between the scenario and the quantile, we present our results for various sensible measures

of α such as bottom 0.5%, 1% or 5%. Our estimates are not sensitive to this choice. c(α) in

the equation above equals ϕ(.) and Φ(.) represent the density and distribution function of a

standard normal variable.

The first two equation above provide us with two moment conditions from which we can

recover the parameters of the underlying distribution. We estimate the model separately for

the first half (2013-2015) and the second half (2016-2018) of the sample period and report

the estimated values of σ for different quantile levels in Table 14. If banks are taking similar

risk, we expect the estimate of σ to come down in the later period compared to the earlier

period. Our estimates across all three measures and across all three assumed values of α
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support this claim. In the later half of the sample, the standard deviation of the underlying

distribution of bank’s capital ratios from which the stress test results are drawn has come

down for each measure. Said differently, the stress test result output has likely been drawn

from a distribution of bank’s losses that are closer to each other in the later period compared

to the early period. For example, consider Panel A of the Table that presents the results for

a 0.5% tail distribution. The Tier 1 Capital ratio is distributed with a standard deviation of

6.93% in 2013-15 compared to 5.08% in the later period. These estimates support the view

that the banks have become homogenous over time.

5 Conclusion

We document a significant increase in commonality in risk exposure across banks after the

implementation of the Dodd-Frank Act mandating stress tests for banks above a certain size

threshold. These findings highlight an unintended consequence of the risk regulation: banks

change their behavior to perform well on the same set of future scenario, which in turn makes

the risk of collective failure high.

38



References

Acharya, V. V., A. N. Berger, and R. A. Roman. 2018. Lending implications of US bank

stress tests: Costs or benefits? Journal of Financial Intermediation 34:58–90.

Acharya, V. V., and T. Yorulmazer. 2007. Too many to fail—An analysis of time-

inconsistency in bank closure policies. Journal of financial intermediation 16:1–31.

Aharony, J., and I. Swary. 1983. Contagion effects of bank failures: Evidence from capital

markets. Journal of Business pp. 305–322.

Allen, F., A. Babus, and E. Carletti. 2012. Asset commonality, debt maturity and systemic

risk. Journal of Financial Economics 104:519–534.

Cooperman, E. S., W. B. Lee, and G. A. Wolfe. 1992. The 1985 Ohio thrift crisis, the

FSLIC’s solvency, and rate contagion for retail CDs. The journal of Finance 47:919–941.

Cornell, B., and A. C. Shapiro. 1986. The reaction of bank stock prices to the international

debt crisis. Journal of Banking & Finance 10:55–73.

Cortés, K. R., Y. Demyanyk, L. Li, E. Loutskina, and P. E. Strahan. 2020. Stress tests and

small business lending. Journal of Financial Economics 136:260–279.

De Nicolo, G., and M. L. Kwast. 2002. Systemic risk and financial consolidation: Are they

related? Journal of Banking & Finance 26:861–880.

Devenow, A., and I. Welch. 1996. Rational herding in financial economics. European economic

review 40:603–615.

Docking, D. S., M. Hirschey, and E. Jones. 1997. Information and contagion effects of bank

loan-loss reserve announcements. Journal of Financial Economics 43:219–239.

39



Flannery, M., B. Hirtle, and A. Kovner. 2017. Evaluating the information in the federal

reserve stress tests. Journal of Financial Intermediation 29:1–18.

Frame, W. S., K. Gerardi, and P. Willen. 2015. The failure of supervisory stress testing:

Fannie Mae, Freddie Mac, and OFHEO .

Froot, K. A., D. S. Scharfstein, and J. C. Stein. 1993. Risk management: Coordinating

corporate investment and financing policies. the Journal of Finance 48:1629–1658.

Gay, G. D., S. G. Timme, and K. Yung. 1991. Bank failure and contagion effects: Evidence

from Hong Kong. Journal of Financial Research 14:153–165.

Georgescu, O. M., M. Gross, D. Kapp, and C. Kok. 2017. Do stress tests matter? Evidence

from the 2014 and 2016 stress tests .

Goldstein, I., A. Kopytov, L. Shen, and H. Xiang. 2020. Bank heterogeneity and financial

stability. Tech. rep., National Bureau of Economic Research.

Goldstein, I., and Y. Leitner. 2018. Stress tests and information disclosure. Journal of

Economic Theory 177:34–69.

Goldstein, I., and H. Sapra. 2013. Should banks’ stress test results be disclosed? An analysis

of the costs and benefits. Foundations and Trends in Finance, forthcoming .

Karafiath, I., R. Mynatt, and K. L. Smith. 1991. The Brazilian default announcement and

the contagion effect hypothesis. Journal of Banking & Finance 15:699–716.

Madura, J., A. M. White, and W. R. McDaniel. 1991. Reaction of British bank share prices

to Citicorp’s announced $3 billion increase in loan-loss reserves. Journal of banking &

finance 15:151–163.

40



Minton, B. A., R. M. Stulz, and A. G. Taboada. 2017. Are larger banks valued more highly?

Tech. rep., National Bureau of Economic Research.

Morris, S., and H. S. Shin. 1999. Risk management with interdependent choice. Oxford

Review of Economic Policy 15:52–62.

O’hara, M., and W. Shaw. 1990. Deposit insurance and wealth effects: the value of being

“too big to fail”. The Journal of Finance 45:1587–1600.

Orlov, D., P. Zryumov, and A. Skrzypacz. 2020. Design of macro-prudential stress tests .

Philippon, T., P. Pessarossi, and B. Camara. 2017. Backtesting European stress tests. Tech.

rep., National Bureau of Economic Research.

Pierret, D., and R. Steri. 2020. Stressed banks. Available at SSRN 3066403 .

Pritsker, M. 2017. Choosing stress scenarios for systemic risk through dimension reduction.

FRB Boston Risk and Policy Analysis Unit Paper No. RPA pp. 17–4.

Purnanandam, A. 2008. Financial distress and corporate risk management: Theory and

evidence. Journal of Financial Economics 87:706–739.

Saunders, A. 1986. An examination of the contagion effect in the international loan market.

Studies in Banking and Finance 3:219–247.

Schuermann, T. 2014. Stress testing banks. International Journal of Forecasting 30:717–728.

Slovin, M. B., M. E. Sushka, and J. A. Polonchek. 1999. An analysis of contagion and

competitive effects at commercial banks. Journal of Financial Economics 54:197–225.

Smirlock, M., and H. Kaufold. 1987. Bank foreign lending, mandatory disclosure rules, and

the reaction of bank stock prices to the Mexican debt crisis. Journal of Business pp.

347–364.

41



Smith, C. W., and R. M. Stulz. 1985. The determinants of firms’ hedging policies. Journal

of financial and quantitative analysis 20:391–405.

Swary, I. 1986. Stock market reaction to regulatory action in the Continental Illinois crisis.

Journal of Business pp. 451–473.

Wall, L. D., and D. R. Peterson. 1990. The effect of Continental Illinois’ failure on the

financial performance of other banks. Journal of Monetary Economics 26:77–99.

42



0.20 0.25 0.30 0.35

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

Weight on Low Exposure Asset

Factor Volatility

O
pt

im
al

 W
ei

gh
t

* * * * *
*

*
*

* * * * * * * * * * *+
+

+
+

+
+

+
+

+
+

+
+

+ + + + + + +*
+

Unconstrained
Internal Model
Stress Test

Figure 1: Portfolio Choice and Factor Volatility

Notes: This figure plots average cosine similarity across banks as the volatility of the macroeconomic factor changes.
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Figure 2: Portfolio Choice and Bank Capitalization

Notes: This figure plots average cosine similarity across banks as the bank’s equity capital changes.
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Figure 3: Cosine Similarity and Factor Volatility

Notes: This figure plots average cosine similarity across banks as the volatility of factor increases.
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Figure 4: Cosine Similarity and Stress Test Stringency: Maximum Allowable Loss

Notes: This figure plots average cosine similarity across banks as the maximum allowable loss in the stress testes scenario
changes.
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Notes: This figure plots average cosine similarity across banks as severity of the stress testes scenario changes.
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Figure 6: Equity return correlation for banks and financial firms: Long-term.

Notes: This figure plots the average pairwise correlation (12-month moving average) of daily idiosyncratic equity returns for
banks (blue solid line) and financial firms (red dashed line). Idiosyncratic returns are computed using the one-factor CAPM
model. Grey shaded regions are National Bureau of Economic Research (NBER) recessions. The NBER recession dates are
published by the NBER Business Cycle Dating Committee. Daily data, 1986 – 2020.

46



Banks and financial firms

Dec10 May12 Sep13 Feb15 Jun16 Nov17 Mar19 Jul20
0.05

0.14

0.22

0.31

0.40

0.48

A
v

er
ag

e 
p

ai
rw

is
e 

co
rr

el
at

io
n

Ju
ly

 2
0

1
0

Ja
n

u
ar

y
 2

0
1

3

Banks Financials

Figure 7: Equity return correlation for banks and financial firms.

Notes: This figure plots the average pairwise correlation (12-month moving average) of daily idiosyncratic equity returns for
banks (blue solid line) and financial firms (red dashed line). Idiosyncratic returns are computed using the one-factor CAPM
model. Grey shaded regions are National Bureau of Economic Research (NBER) recessions. The NBER recession dates are
published by the NBER Business Cycle Dating Committee. Daily data, 2009 – 2020.
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Figure 8: Equity return correlation for banks and nonfinancial firms.

Notes: This figure plots the average pairwise correlation (12-month moving average) of daily idiosyncratic equity returns for
banks (blue solid line) and nonfinancial firms by industry (red dashed line). Idiosyncratic returns are computed using the
one-factor CAPM model. Each panel depicts data for a separate industry. Industry definitions are from Kenneth French’s
website and include all industries with at least 50 firms available over the entire sample. Grey shaded regions are National
Bureau of Economic Research (NBER) recessions. The NBER recession dates are published by the NBER Business Cycle
Dating Committee. Daily data, 2009 – 2020.
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Figure 9: Principal component for banks and financial firms.

Notes: This figure plots the percentage of variation explained by the first principal component extracted from the idiosyncratic
equity returns for banks (blue solid line) and financial firms (red dashed line). Idiosyncratic returns are computed using the
one-factor CAPM model. Grey shaded regions are National Bureau of Economic Research (NBER) recessions. The NBER
recession dates are published by the NBER Business Cycle Dating Committee. Monthly data, 2009 – 2020.
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Figure 10: Distribution of pairwise equity return correlations: Stress-tested and Non-stress-
tested banks.

Notes: This figure plots the distribution of pairwise daily idiosyncratic equity returns correlations for stress and non-stress
tested banks. Idiosyncratic returns are computed using the one-factor CAPM model. The first and second columns depict data
for stress and non-stress tested banks, respectively. Each row depicts data for December for a different year. Thus, the first
row plots data for December 2004. Daily data, 2004, 2009, 2014, and 2019.
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Figure 11: Distribution of pairwise equity return correlations: Large and all other stress-
tested banks.

Notes: This figure plots the distribution of pairwise daily idiosyncratic equity returns correlations for large and all other
stress tested banks. Idiosyncratic returns are computed using the one-factor CAPM model. The first and second columns
depict data for all other and large stress-tested banks, respectively. Large banks are those that are required to participate in
the Dodd-Frank Act Stress Test conducted by the Federal Reserve Board. Each row depicts data for December for a different
year. Thus, the first row plots data for December 2004. Daily data, 2004, 2009, 2014, and 2019.
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Standard-deviation: Minimum tier 1 capital in severe adverse scenario
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Figure 12: Evidence from DFA tests.

Notes: The figure plots the standard deviation of the three measures of capital that the stress tests measures over 2013 – 2018.
The sample is the 18 banks that were subjected to the Dodd-Frank Act Stress Tests conducted by the Federal Reserve Board
in 2013. The three measures of capital are the minimum tier 1 capital in severe adverse scenario (top panel), the total capital
in severe adverse scenario (middle panel), and the tier 1 leverage in severe adverse scenario (bottom panel).
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Table 1: Model Parameters: Base Case

Notes: This table presents the parameters for the base case of simulation exercise.
w0 initial wealth 1.00
e equity capital 0.20
c stress test capital constraint 1.00
k internal model capital constraint 1.00
α VaR significance level 0.025
f
¯

stress test scenario level -2.325
λ1 skill parameter in a1 0.50
λ2 skill parameter in a2 0.40
β1 factor risk of a1 1.50
β2 factor risk of a2 0.50
σ1 idiosyncratic risk of a1 0.20
σ2 idiosyncratic risk of a2 0.10
ρ asset correlation 0.50
µf risk-premium 0.04
σf factor volatility 0.30

53



Table 2: Summary statistics.

Notes: This table shows the summary statistics for banks, financial, and non-financial firms. The first column indicates the
variable for which summary statistics are computed. Summary statistics are computed for annual returns, annual volatility,
market capitalization, and the average pairwise correlation. Columns 2 - 7 report the mean, standard deviation, minimum,
25th-percentile, 50th-percentile, 75th-percentile, and maximum values. Panels A, B, and C report the summary statistics for
banks, financial, and non-financial firms, respectively. Daily data, 1995 – 2020.

Mean σ Min 25th Median 75th Max

Panel A: Banks

Ret 16.34 17.06 -17.75 4.47 13.32 28.63 54.52

σ 0.39 0.16 0.24 0.28 0.34 0.42 0.82

Mktcap 5.53 2.65 1.00 3.93 4.87 7.28 11.28

Pairwise ρ 0.13 0.12 0.01 0.03 0.10 0.19 0.48

Panel B: Financial firms

Ret 19.41 16.19 -10.41 8.21 20.68 27.58 44.67

σ 0.45 0.16 0.29 0.32 0.39 0.52 0.90

Mktcap 8.43 5.39 2.25 4.73 6.84 11.07 20.96

Pairwise ρ 0.07 0.05 0.01 0.04 0.07 0.10 0.22

Panel C: Nonfinancial firms

Ret 23.71 27.24 -38.40 7.25 22.81 37.73 84.32

σ 0.59 0.17 0.38 0.46 0.54 0.70 1.02

Mktcap 8.06 5.73 1.85 4.67 6.13 10.10 25.31

Pairwise ρ 0.06 0.03 0.02 0.04 0.06 0.08 0.12

54



Table 3: Average pairwise correlation: Banks vs. Non-banks

Notes: This table shows the estimated coefficients for the regression:

ρi,t = αi + βpstDpst + βbnkDbnk + γDpst ×Dbnk + ϵt

Here, ρi,t is the average monthly pairwise correlation for banks, financial, or non-financial firms at time t. Dpst is a dummy
variable that equals one for the years 2013 – 2020 and Dbnk is a dummy variable that equals one for banks. Average monthly
pairwise correlations are computed using daily idiosyncratic equity returns for banks, financial, and non-financial firms. For
nonfinancial firms, industry definitions are from Kenneth French’s website and include all industries with at least 50 firms
available over the entire sample. Idiosyncratic returns are computed using the one-factor CAPM model. The first two columns
use data for only banks and financial firms and the last two columns use data for banks, financial, and non-financial firms. The
numbers in parenthesis are the standard errors. Statistical significance is indicated by *, **, and *** at the 10%, 5% and 1%
levels, respectively. Monthly data, 1995 – 2020.

Coefficient (1) (2) (3) (4)

βpst 0.0601∗∗∗ (0.0085) 0.2666∗∗∗ (0.0145) 0.0327∗∗∗ (0.0014) 0.1117∗∗∗ (0.0042)

βbnk 0.0074 (0.0067) 0.0074 (0.0046) 0.0035∗∗∗ (0.0038) 0.0350∗∗∗ (0.0033)

γ 0.1659∗∗∗ (0.0120) 0.1659∗∗∗ (0.0083) 0.1933∗∗∗ (0.0054) 0.1929∗∗∗ (0.0048)

R2 0.5815 0.7993 0.4755 0.5827

Year fixed effects No Y es No Y es

Industry fixed effects No No Y es Y es
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Table 4: Principal component analysis.

Notes: This table shows the percentage of variation explained by the first principal component extracted from daily idiosyn-
cratic equity returns for banks, financial, and non-financial firms. For nonfinancial firms, we first compute the percentage
variation explained by the first principal component in each industry and then the average across all industries. Industry
definitions are from Kenneth French’s website and include all industries with at least 50 firms available over the entire sample.
Idiosyncratic returns are computed using the one-factor CAPM model. Percentage variation explained is computed for each
year from 2004 to 2020 and for the post-crisis (2010 – 2012) and post-Dodd-Frank (2013 – 2020) periods. Daily data, 1995 –
2020.

Years Banks F inancial Non−financial

1995 7.81 20.57 28.66

1996 7.60 13.60 24.68

1997 4.53 9.32 24.07

1998 6.34 8.38 25.65

1999 6.55 9.18 20.87

2000 13.38 16.05 21.52

2001 9.54 15.95 26.68

2002 11.32 26.61 26.63

2003 14.52 27.98 28.51

2004 12.36 9.75 27.48

2005 11.94 12.11 27.15

2006 17.03 11.58 27.62

2007 28.92 22.12 25.52

2008 30.62 27.55 24.47

2009 22.42 21.21 32.50

2010 13.14 20.71 25.50

2011 15.16 30.19 24.91

2012 12.93 30.59 26.19

2013 16.15 20.67 26.22

2014 31.53 14.39 28.15

2015 37.16 14.86 24.64

2016 38.16 14.45 31.60

2017 46.03 15.25 32.20

2018 42.96 19.10 31.56

2019 45.66 26.73 32.11

2020 61.96 23.79 35.07

2010− 2012 12.87 26.09 24.10

2013− 2020 46.46 15.19 31.58
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Table 5: First principal components of equity returns

Notes: This table shows the estimated coefficients for the regression:

PCAi,t = αi + βpstDpst + βbnkDbnk + γDpst ×Dbnk + ϵt

Here, PCAi,t is the percentage of variation explained by the first principal component extracted from daily idiosyncratic equity
returns for banks, financial, or non-financial firms at time t. Dpstt is a dummy variable that equals one for the years 2013 –
2020 and Dbnk is a dummy variable that equals one for banks. Principal components are computed each month using daily
idiosyncratic equity returns for banks, financial, and non-financial firms. For nonfinancial firms, industry definitions are from
Kenneth French’s website and include all industries with at least 50 firms available over the entire sample. Idiosyncratic returns
are computed using the one-factor CAPM model. The first two columns use data for only banks and financial firms and the
last two columns use data for banks, financial, and non-financial firms. The numbers in parenthesis are the standard errors.
Statistical significance is indicated by *, **, and *** at the 10%, 5% and 1% levels, respectively. Monthly data, 1995 – 2020.

Coefficient (1) (2) (3) (4)

βpst 1.6381 (1.1720) 18.0637∗∗∗ (2.4226) 10.9431∗∗∗ (0.5509) 16.5762∗∗∗ (1.6932)

βbnk -7.1395∗∗∗ (0.9194) -7.1395∗∗∗ (0.7734) -41.9815∗∗∗ (1.4432) -41.9815∗∗∗ (1.3784)

γ 21.1460∗∗∗ (1.6575) 21.1460∗∗∗ (1.3942) 11.8409∗∗∗ (2.0611) 11.8409∗∗∗ (1.9686)

R2 0.3773 0.5594 0.5557 0.5947

Year fixed effects No Y es No Y es

Industry fixed effects No No Y es Y es

Table 6: Average pairwise correlation: Stress Tested vs. Other Banks.

Notes: This Table shows the estimated coefficients for the following regression:

ρi = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi

Here, ρi is the average pairwise correlation of bank i with all other banks, Dstr equals 1 for a bank if its subject to stress-tests

and is zero otherwise. Dpst equals 1 post 2013 and is zero otherwise. ρi is compute separately (i.e., within groups) for stress-
and non-stress-tested banks. Each column reports the results for a different specification. The numbers in parenthesis are
standard errors. Statistical significance is indicated by *, **, and *** at the 10%, 5% and 1% levels respectively using clustered
errors at the firm level. Monthly data, 1995 – 2020.

(1) (2) (3) (4)

βstr 0.1304∗∗∗ (0.0082) – – – – –

βpst 0.1885∗∗∗ (0.0078) 0.1885∗∗∗ (0.0078) 0.0918∗∗∗ (0.0065) 0.3334∗∗∗ (0.0206)

γ 0.1014∗∗∗ (0.0117) 0.1015∗∗∗ (0.0117) 0.0780∗∗∗ (0.0120) 0.0674∗∗∗ (0.0100)

Assts 0.1005∗∗∗ (0.0039) 0.0409∗∗∗ (0.0065)

Levrg -0.0031∗∗ (0.0014) -0.0026∗∗ (0.0012)

R2 0.3772 0.3772 0.4908 0.5632

N 64,458 64,458 51,890 51,890

Bank fixed effects No Y es Y es Y es

Year fixed effects No No No Y es
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Table 7: Sensitivity to bond and stock market factors

Notes: This Table shows the estimated coefficients for the following regression:

βi = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi

Here, βi is the average absolute distance between the β for bank i and the βs for all other banks on shocks to the total return
on an index of BBB-rated corporate bonds (Panel A), CBOE volatility index (Panel B), and the thirty-year fixed mortgage
rate (Panel C). Dstr equals 1 for a bank if its subject to stress-tests and is zero otherwise. Dpst equals 1 post 2013 and is

zero otherwise. βi is compute separately (i.e., within groups) for stress- and non-stress-tested banks. Each column reports the
results for a different specification. The numbers in parenthesis are standard errors. Statistical significance is indicated by *,
**, and *** at the 10%, 5% and 1% levels respectively using clustered errors at the firm level. Monthly data, 1995 – 2020.

(BBB) (VIX) (Mortgage rate)

βpst 0.1405∗∗∗ (0.0801) -0.0252∗∗∗ (0.0080) 1.3324∗∗ (0.6228)

γ -0.2950∗∗∗ (0.0474) -0.0198∗∗∗ (0.0039) -0.7824∗ (0.4225)

Assts -0.1268∗∗∗ (0.0426) 0.0052∗ (0.0038) -0.6130∗ (0.3577)

Levrg -0.0109∗ (0.0057) 0.0006 (0.0005) -0.1035∗∗ (0.0522)

R2 0.1695 0.4192 0.2370

N 25,077 25,077 25,077

Bank fixed effects Y es Y es Y es

Year fixed effects Y es Y es Y es

Table 8: Sensitivity to macroeconomic factors

Notes: This Table shows the estimated coefficients for the following regression:

βi = αi + βstrDstr + βpstDpst + γDstr ×Dpst + Controls+ ϵi

Here, βi is the average absolute distance between the β for bank i and the βs for all other banks on shocks to personal
consumption expenditure (Panel A), consumer price index (Panel B), and the Case-Shiller home price index (Panel C). Dstr

equals 1 for a bank if its subject to stress-tests and is zero otherwise. Dpst equals 1 post 2013 and is zero otherwise. βi is
compute separately (i.e., within groups) for stress- and non-stress-tested banks. Each column reports the results for a different
specification. The numbers in parenthesis are standard errors. Statistical significance is indicated by *, **, and *** at the 10%,
5% and 1% levels respectively using clustered errors at the firm level. Monthly data, 1995 – 2020.

(Consumption) (CPI) (Case-Shiller)

βpst -0.5155 (0.3543) -2.1744∗∗∗ (0.5899) -3.1072∗∗∗ (0.5487)

γ -0.6228∗∗∗ (0.1595) -0.6241∗∗∗ (0.2407) 0.2661 (0.1831)

Assts -0.2784∗ (0.1639) -0.4358 (0.2745) -0.3070 (0.2572)

Levrg -0.0156 (0.0245) -0.0316 (0.0235) -0.0175 (0.0233)

R2 0.3116 0.3635 0.4507

N 25,077 25,077 25,077

Bank fixed effects Y es Y es Y es

Year fixed effects Y es Y es Y es
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Table 10: Summary statistics - Distance measures.

Notes: This table shows the summary statistics for one minus the average cosine similarity measures between income sources,
assets, loans, real-estate loans, and securities portfolio for the cross-section of banks. For instance, to compute the cosine
similarity measure for income, for each bank, i, we collect quarterly data on the dollar income from loans, leases, securitization,
trading, repurchase agreements, fiduciary, brokerage, investment banking, insurance, and venture capital activities etc. For each
quarter, we compute the average cosine measure of similarity for bank i with all other remaining banks. Distance measures are
computed separately for stress- and non-stress-tested banks. The first column indicates the variable for which summary statistics
are computed. Columns 2 - 7 report the mean, standard deviation, minimum, 25th-percentile, 50th-percentile, 75th-percentile,
and maximum values. Quarterly data, 1995 – 2020.

Mean σ Min 25th Median 75th Max

Income 0.0461 0.0501 0.0119 0.0244 0.0337 0.0503 0.6830

Assets 0.1035 0.1027 0.0220 0.0514 0.0797 0.1040 0.9460

Loans 0.1384 0.1078 0.0447 0.0843 0.1029 0.1422 0.9725

RE loans 0.1966 0.1183 0.0379 0.1253 0.1745 0.2431 0.9598

Securities 0.5212 0.1577 0.0829 0.4156 0.4989 0.6070 0.9944
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Table 14: GMM Estimation Results

Notes: This table presents the parameter estimates from the GMM estimation model. Estimates of the standard deviation
of the minimum values of the respective capital ratios are presented in the Table. The standard errors of the estimates are
presented in the bracket below each estimate. The quantile value (α) assumed to correspond to the severely stressed scenario
is presented at the top of each Panel.

Panel A: α=0.5%

Capital Measure Early (σ) Late (σ)

Tier 1 Capital Ratio 6.93 5.08

(0.78) (0.50)

Total Capital Ratio 6.22 5.12

(0.62) (0.38)

Tier 1 Leverage Ratio 6.08 4.26

(0.43) (0.58)

Panel B: α=1%

Capital Measure Early (σ) Late (σ)

Tier 1 Capital Ratio 6.53 4.78

(0.73) (0.47)

Total Capital Ratio 5.86 4.82

(0.59) (0.36)

Tier 1 Leverage Ratio 5.73 4.01

(0.41) (0.54)

Panel C: α=5%

Capital Measure Early (σ) Late (σ)

Tier 1 Capital Ratio 5.46 4.00

(0.61) (0.40)

Total Capital Ratio 4.91 4.03

(0.49) (0.30)

Tier 1 Leverage Ratio 4.79 3.36

(0.34) (0.46)
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